
1 INTRODUCTION 

The process of scouring is removal of sediments from river bed caused due to moving water or waves. 
Scour can be classified into two broad categories: General scour and local scour. Contraction scour is a 
type of general scour which occurs due to a reduction in channel cross-sectional area. Local scour on the 
other hand occurs due to the direct effect of an obstruction on the flow field. Contraction scour is ob-
served where the flow is constricted due to the placement of structures like bridges etc. The flow acceler-
ates in constrictions which increases the bed shear stress and the turbulence associated with it. The devel-
opment of contraction scour is noted when the critical shear stress of the bed materials is overcome by the 
bed shear stress. This could lead to the failure of the structure if too much sediment is eroded near it. Ac-
curate prediction of scour processes is necessary to assist the design engineers in monitoring and correct-
ing the aforementioned problems before the structures fail or become unsafe. In literature, the generalised 
scour due to channel constriction is not very well documented. Among the one dimensional models, 
HEC-18 [3] has been used to estimate the mean water velocity in the contracted channel by using the ve-
locity in the un-contracted channel and the contraction ratio. Here an empirical analytical formula was 
used for estimation of scour parameters. Among the two dimensional models Weise in 2002 [13] and Ma-
rek and Dittrich in 2004 [8] deserve to be mentioned. They used 2D numerical morpho-dynamic models 
to simulate the details of the erosion process in the open-channel contraction laboratory experiment. They 
concluded that the flow in the contraction domain had dominant 3D flow effects hence, a 2D model could 
not accurately reproduce the flow. Later Bihs and Olsen in 2007 [2] and Duc and Rodi in 2008 [4] mod-
elled the contraction scour case using their respective 3D models. They used the same experimental data 
for validation which is utilised in the current study. 
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The current paper presents the application of the REEF3D sediment transport module by modelling a 
contraction flow situation in an alluvial laboratory channel with non-cohesive bed, for which experiments 
have been carried out at the Federal Waterways Engineering and Research Institute Karlsruhe (Bundesan-
stalt für Wasserbau BAW) [1]. The same study has been used by Weise in 2002 and Marek and Dittrich 
in 2004 for their 2D numerical modelling study. Later this study was used by Bihs and Olsen and Duc and 
Rodi in their paper for 3D numerical modelling study. 

2 NUMERICAL MODEL 

2.1 Governing Equations 
The CFD code uses the continuity and the incompressible Reynolds-averaged Navier-Stokes (RANS) 
equations as the governing equations for mass and momentum conservation. 
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where U is the velocity averaged over time t, ρ is the fluid density, P is the pressure, ν is the kinematic 
viscosity, νt is the eddy viscosity and g is the gravity term. The turbulence modelling approach in this 
study makes use of the RANS-equations where the eddy viscosity νt in the RANS-equations is determined 
through the two-equation the k-ω model [14]. The pressure gradient term in the RANS-equations is mod-
elled using SIMPLE method[10]. SIMPLE stands for Semi-Implicit Method for Pressure Linked Equa-
tions. The pressure correction equation is solved together with the momentum equations successively 
each time step. The Poisson equation is solved using the fully parallelized Jacobi-preconditioned 
BiCGStab solver [11]. 

The fifth-order WENO (Weighted Essentially Non-Oscillatory) scheme as proposed by Jiang and Shu 
[7] is used to discretize the convective terms of the RANS equations in a conservative finite difference 
framework. The conservative WENO scheme is used for the treatment of the convective terms for the ve-
locities Ui, while the Jacobi-Hamilton version is used for the variables of the free surface and turbulence 
algorithms. The time treatment is dealt with using an implicit time scheme. 

The Level Set Method (LSM) is employed to model the free surface. This method was proposed by 
Osher and Sethian[9] for computing and analysing the motion of an interface between two phases in two 
or three dimensions. This method is employed in the current study to model the interface between water-
air and water-sediments. The location of the interface is represented implicitly by the zero level set of the 
smooth signed distance function φ (~x,t). The level set function gives the closest distance to the interface 
in every point of the modelling domain. The phases are distinguished by the change of the sign. The main 
advantage of using the level set method to calculate the interface between the fluids is that φ (~x,t) is 
smooth across the interface which makes it differentiable at the interface and avoids numerical instabili-
ties. 

2.2 Sediment Transport Modelling 
Turbulent viscosity based bed shear stress formulation [15] is used for calculation of bed shear stress. 

( ) ∂τ = ρ +
∂t
Uv v
z

 (3) 

The sediment transport rates in the bed cells are calculated with Engelund and Fredsøe’s bed load formula 
[6]. 
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Here ρs is the density of the sediment, ρ the density of the water, g is the gravity, di the sediment particle 
diameter. q∗b,i is the dimensionless bed load transport rate also called Einstein number[5] and τ∗c,i is di-
mensionless critical shear stress. 

Van Rijn formula for the suspended load [12] is used to account for the suspended load transport. The 
level-set method is employed in the current numerical model to track the movable sediment surface. The 
evolving bed is represented implicitly by the zero level set of the smooth signed distance function φ
(~x,t)=0. This is essentially an eulerin approach and re-gridding at the water-sediment interface is not 
necessary. The evolution of φ (~x,t) corresponding to the motion of the interface is adjusted by simply 
moving the level set up and down depending upon the erosion or accretion of the bed cells. 

Here zb is the local bed surface elevation. The velocity of the sediment surface F is determined by the 
mechanism of sedimentation and erosion due to bed load and suspended load transport, which particularly 
is dependent of the local wall shear stress. This is known as Exner equation (as in 5) 
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F is the propagation velocity of the interface along its vertical direction, given by: 
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Here p’ is the porosity of the bed layer, E is the erosion rate caused due to external actions and D is the 
corresponding deposition rate. The terms on the right hand side of equation 5 are evaluated in the direc-
tion normal to the sediment surface. In the model, the flow field is first calculated by solving the Navier-
Stokes equation. Then the obtained flow field and the turbulent eddy-viscosity are employed to solve for 
the bed load and suspended load. The position of the sediment surface, indicated by the zero level set φ
(~x,t)=0 is updated for each morphological time step. 

3 EXPERIMENTAL AND NUMERICAL SETUP 

The experimental data is obtained from physical experiments of the contraction case conducted at the la-
boratories of the BAW (Federal Waterways Engineering and Research Institute) in Karlsruhe, Germany 
[1]. The flume was 16.50 m long and 1 m wide. The contraction was 0.5 m wide. The left side wall (in 
stream wise direction) was an alternation of glass and concrete. The average size of the sediments in the 
flume was d50 = 5.5 mm. The bed sediment layer was 20 cm thick. The experiments were run with three 
different discharges: 80 l/s, 130 l/s and 150 l/s. There was no erosion with the 80 l/s discharge. With the 
discharges of 130 l/s and 150 l/s erosion occurred with different intensities. In the current section the 
scour pattern obtained due to the discharge of 150/s is compared with the numerical model results. The 
numerical model setup for contraction scour case is as shown in figure 1. 

 

 
Figure 1. Contraction: Numerical Setup. 

A three dimensional tank 15.5 m long, 1.0 m wide, 0.5 m contraction and 0.8 m deep with constant water 
depth of 0.268 m at exit for 80 l/s discharge case and 0.275 m water depth at exit for 150 l/s discharge 
case is used. A 0.20 m thick sediment layer has been used in the numerical model setup. The numerical 
model has a mesh size of 0.05 m. 

527



4 RESULTS 

The visual observations in the laboratory have shown that no sediment transport occurred at flow dis-
charge of 80 l/s. Since no sediment transport occurred in the physical experiment, this run was used inves-
tigate the ability of the numerical model to compute the hydraulic situation in the contraction geometry. 
To this effect, the velocity at free surface of the model is compared against the experimental observations. 
This test case is used to validate the numerical model. Figure 2 and 3 show free stream velocities meas-
ured in the experiment and calculated by the numerical simulations until steady state. 

 

 
Figure 2. Contraction: Mean velocity at free surface for Q=80 l/s (Experiment from [2]). 

 

 
Figure 3. Contraction: Mean velocity at free surface for Q=80 l/s (REEF3D). 

The computed flow pattern is quite similar to that observed in the laboratory experiment. As expected, the 
velocity increases in the contracted channel since water elevation and width decrease. The water slows 
down in the expansion. High velocities up to 0.70 m/s is noticed in the numerical simulation which is 
very close to the one obtained in the experimental results. However, at this flow discharge, the bed shear 
stress does not exceed the critical shear stress of the channel bed, so that no scour occurs in the channel. 
A recirculation zone was present during the numerical simulation at the free surface and at the bed. The 
area of high velocities due to the contraction is identical to the experimental result. 

Figure 4 shows the bed elevation changes after 150 minutes of the experiment for a discharge of 150 
l/s. The color legends of the figure 4 are similar to those of figure 5. The scour occurs first at the begin-
ning of the contraction and then develops downstream, along the contraction part of the channel. The 
eroded sediment from the scour hole settles down as it moves downstream into the expansion region with 
lower velocity and bed shear stress to form a deposition area downstream of the scour hole. The observed 
maximum scour hole in the experiment extends along the contracted bank. 

 

 
Figure 4. Contraction: Bed elevation changes after 150 mins for Q=150 l/s (Experiment (from [1])). 
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Figure 5. Contraction: Bed elevation changes after 150 mins for Q=150 l/s (REEF3D). 

Figure 5 shows the bed elevation changes after 150 minutes of the numerical simulation. The predicted 
maximum scour depth (7 cm) occurs at the location close to and behind the start of the contraction and al-
so near the end of contracting extending to the beginning of the expansion. This corresponds well with the 
experimental results which has a scour depth of 7 cm. The scour depth after the contracted part is well 
predicted too (7 cm). In the numerical model the eroded sediment is deposited around 1.5 m after the start 
of expansion. This behaviour correspond well with the physical experiments where the sediment was 
transported through the expansion and settles about 1.5 m further downstream. There is slight difference 
in deposition height. The numerical results predicted deposition of 6 cm compared to experiments (7 
cm).The numerical model predicted a recirculation near the bed in the expansion which is similar to the 
experimental results. Scour depth, its location, deposition height and its location are predicted well with 
the numerical model. 

5 CONCLUSIONS 

A study of contraction scour has been performed using the sediment transport module of REEF3D. The 
numerical model predicts the general evolution (geometry, location and maximum depth) of scour, depo-
sition height and its location accurately with very minor differences. Since these characteristics are most 
relevant in hydraulic engineering applications, the performance of the numerical is assumed to be satis-
factory in prediction of contraction scour. The results predicted by numerical model are better than found 
by Bihs and Olsen [2]. The numerical model is also able to represent the complex free surface using the 
level set method. Figure 6 shows the bed elevation changes in combination with representation of the 
complex free surface under constant discharge conditions in a very realistic manner using a three dimen-
sional plot of the numerical model result after 150 minutes of simulation. 

 

 
Figure 6. Contraction: 3D Model result under constant discharge showing free surface and topography (REEF3D). 
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