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Prof. Dr. Winfried Siefert

6th March 1940 to 17th March 1999

Winfried received his Ph.D. in Hydraulic
Engineering in 1968 at the Franzius Institut,
University of Hannover, and his thesis topic
was storm surge forecasting. Thus began his
life long interest in tidal and storm surge rese-
arch.

Many projects concentrated on the Elbe
Estuary but were followed by topics such as
environmental impact in the Wadden Sea, mor-
phology and wave climate. The latter was also
the topic of his habilitation in Hydraulic En-
gineering. His interest in storm surges never
diminished, and he gave new dimensions to
storm surge prediction and established himself
as not only a national, but also an international
expert in this field of great practical impor-
tance. He developed very precise storm surge
forecasting methods for Hamburg and contri-
buted to the definition of design water levels
for dikes.

During the IUGG conference in 1987 held
in Vancouver, Canada, Tad Murty and Winfried Siefert met for the first time, even though
they had been well aware of each other’s work for a long time. At that first meeting mutual
collaboration was discussed and as a consequence, Winfried spent six weeks visiting Tad at
the Institute of Ocean Sciences, Department of Fisheries and Oceans, in Victoria, Canada.
Subsequent to this visit, both collaborated within the International Hydrology Programme
of UNESCO. They organized and participated in three conferences held in Germany in
1991, Netherlands in 1993 and in Thailand in 1995.

Winfried taught coastal engineering as well as carried out research projects at the Uni-
versity of Braunschweig and also at the Technical University of Hamburg. He published
more than 100 scientific papers. He was an excellent and very popular teacher and always
made difficult and complex appear simple to his students. With his wit and short stories from
his research experience, he always made drab and routine topics sound very exciting. His
sense of humor facilitated following weary discussions and committee meetings and always
led to sensible conclusions.

We, the co-authors, Gabriele Gonnert, Shishir Dube and Tad Murty express our deep
appreciation and gratitude not only to an accomplished scientist, but also to a great colleague
and friend, without whose vision and dedicated effort, this monograph would not have been
possible. Therefore, we dedicate it to him. His friends and colleagues around the world, par-
ticularly in the field of storm surge research, will greatly miss him.
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Global Storm Surges: Theory, Observations
and Applications

GONNERT, G. M. / DUBE, S. K. / MURTY, T. S. / SIEFERT, W.

Vorwort

Im Mai 1979 bat die World Meteorological Organization (WMO) den Meteorologen Dr.
TAD MuURTY, Wissenschaftler bei der Bundesregierung von Kanada, den meteorologischen
Dienst von Bangladesh (BMD) bei der Entwicklung von Sturmflutvorhersagemodellen fiir
Bangladesh zu unterstiitzen. Bei der Literaturrecherche stellte er fest, dass es kein umfassen-
des Lehrbuch iiber Sturmfluten gab. Mit Unterstiitzung der Bundesregierung von Kanada
schrieb er deshalb das Buch ,,Storm Surges — Meteorological Ocean Tides“, das 1984 als Mo-
nographie verdffentlicht wurde. Die dem Buch zugrunde liegenden Literaturrecherchen
reichten bis in das Jahr 1982.

Wegen der starken Entwicklung in der Sturmflutforschung in den Jahren 1985 bis 1995
schlugen viele Kollegen TAD MURTY vor, das Buch zu iiberarbeiten und die neuesten For-
schungsergebnisse einzubeziehen. Wihrend einer Diskussion mit dem verstorbenen Prof.
Dr.-Ing. WINFRIED SIEFERT, Leiter der Hydrologie in der Wirtschaftsbehérde Strom- und
Hafenbau Hamburg und Experte in den Bereichen Sturmfluten und Vorhersage, einigte man
sich auf eine gemeinsame Uberarbeitung und Neuauflage dieses Buches. In den Kreis der
Mitautoren wurden Prof. Dr. SHISHIR K. DUBE aus Indien, der zu den wichtigsten Sturm-
flutmodellierern der Welt gehort, und Dr. GABRIELE GONNERT, wissenschaftliche Mitarbei-
terin von Prof. SIEFERT bei der Wirtschaftsbehorde Strom- und Hafenbau Hamburg, einbe-
zogen. Frau GONNERT hat zudem die Veroffentlichung des neuen Buches mit dem Titel
»Global Storm Surges: Theory, Observations und Applications“ geplant und organisiert. Es
war die Absicht der Autoren, die wichtigen und grundlegenden Abschnitte der Monographie
»Storm Surges — Meteorological Ocean Tides“ von Dr. MURTY in einer iiberarbeiteten Ver-
sion zu iibernehmen.

Zwei Treffen von je einer Woche in Hamburg 1996 und 1998 dienten der Koordination
der Buchinhalte, die von den vier Autoren geschrieben wurden. Das Abschlusstreffen iiber
zwei Wochen fand im Centre of Atmospheric Sciences, Indian Institute of Technology, Delhi,
Indien, statt. Hier wurde das gesamte Manuskript fertiggestellt.

Das Bundesministerium fiir Forschung und Technologie (BMBF) stellte Fordermittel
fiir die Arbeit am Buch, die Arbeitstreffen und den Druck zur Verfiigung. Dariiber hinaus
entschied das Kuratorium fiir Forschung im Kiisteningenieurwesen (KFKI), dass das Buch
als Sonderheft des Archivs fiir Forschung und Technik an Nord- und Ostsee ,, Die Kiiste® er-
scheinen soll. Fiir Beantragung von Geldmitteln fiir den Druck, Organisation und Revision
des Buches danken die Autoren Dr.-Ing. V. BARTHEL.

Dr. GONNERT mochte den Mitgliedern der Projektgruppe des Forschungsprojektes
»Windstauanalysen in Nord- und Ostsee“ mit LBD P. PETERSEN, Dr.-Ing. G. FLUGGE, RD
H. SCHMIDT, Dr.-Ing. E. RENGER, Prof. Dr.-Ing. H. KUNZ und Dipl.-Ing. D. SCHALLER fiir
die Diskussionen und Ideen wihrend der Forschungsarbeit zu Sturmfluten und der Neube-
arbeitung des Buches danken. RD R. ANNUTSCH gilt besonderer Dank fiir die Unterstiitzung
bei der Diskussion wesentlicher Fragen im Forschungsbereich Sturmfluten. Er investierte
viel Zeit in die Gespriche zum Thema Tide und Sturmfluten.
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Keine Worte konnen den tiefen Dank von Dr. GONNERT gegeniiber Prof. Dr.-Ing. WiN-
FRIED SIEFERT realistisch beschreiben. Er war ihr Lehrer im Kiisteningenieurwesen, Doktor-
vater und ihr Vorgesetzter in der Hydrologie bei Strom- und Hafenbau Hamburg.

Prof. DUBE dankt dem Indian Institute of Technology, Delhi, und hier besonders Di-
rektor Prof. V. S. RAJU dafiir, dass er alle Einrichtungen des Instituts zur Verfiigung stellte
sowie fiir die moralische Unterstiitzung bei der Fertigstellung des Buches. Grofier Dank geht
an Prof. SINHA, Dr. A. D. RAO, Dr. P. CHITTIBABU, Dr. BHASKARAN, Ms. RucHI KALRA und
Mr. DEBASIS MAHAPATRA vom Centre for Athmospheric Sciences, IIT Delhi fiir ihre
Beitrige.

Dr. MURTY dankt der Regierung von Kanada, die das erste Buch erméglicht hat, und dem
Ingenieurbiiro Baird and Associates Coastal Engineers, Ottawa, Kanada, fiir die Méglich-
keit, das zweite, hier vorliegende Buch, zu erstellen. Dank und Anerkennung gilt weiterhin
den Beitrigen von Prof. GEORGE W. PLATZMAN von der Universitit von Chicago und den
Kollegen Dr. D. RAO, Dr. R. F. HENRY sowie den verstorbenen Dr. T. J. SIMONS und Dr. M.
I. EL SABH bei der Weiterentwicklung des Verstindnisses des Sturmflutphinomens. Dr. M.
B. DANRD und Dr. JOHN LUICK und dem verstorbenen Dr. N. G. FREEMAN sei ebenfalls fiir
ihre Beitrige gedankt.

Preface

In May 1979 the World Meteorological Organization (WMO) invited Dr. TAD MURTY,
asenior Research Scientist working for the Federal Government of Canada, to help the Bang-
ladesh Meteorological Department (BMD) with the development of storm surge prediction
models for the Bay of Bengal. Dr. MURTY looked for lecture material on storm surges for talks
in Bangladesh and elsewhere and found that as yet there was no textbook on storm surges.
Using the resources of the Canadian Government, he wrote a book titled “Storm Surges —
Meteorological Ocean Tides” which was published as a monograph by the Canadian
Government. This book was published in October 1984, and the references that were cited
were up to date till the end of 1982.

During the years 1985 to 1995, several colleagues of MURTY around the world suggested
to him that in view of the tremendous advances made in storm surge research during those
years, it will be very useful for the global research community to have an updates version of
the book which includes a synthesis of the new material and this should be the goal of an up-
dated version. In 1995 during discussions with the late Dr. WINFRIED SIEFERT, head of hy-
drology at the Department of Port and River Engineering of Free and Hanseatic City of
Hamburg and specialist in storm surges and protection, Drs. MURTY and SIEFERT realised that
the book by Dr. MURTY should be updated. Subsequently Prof. SHisHIR K. DUBE, an emi-
nent storm surge modeler from India, who is among the top surge modelers in the world was

‘recruited to be a co-author in this effort. Also Dr. GABI GONNERT, scientist for climatology,

tides, storm surges and protection at the Department of Port and River Engineering of Free
and Hanseatic City of Hamburg was recruited to be a co-author and she took the lead in or-
ganizing, planning and publication of the new book, which is titled “Global Storm Surges:
Theory, Observations and Applications”. It is the intention in this new book to use neces-
sary and basic parts from the monograph of Dr. MURTY “Storm Surges — Meteorological
Ocean Tides”. Therefore revised repetitions from the book of MURTY (1984) were included
in the new book.

Two meetings (each one week long) were held in Hamburg during 1996 and 1998 to co-
ordinate the parts written by the four authors. A final meeting, two weeks long was held at
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the Centre for Atmospheric Sciences, Indian Institute of Technology, Delhi, India, to put to-
gether the full manuscript.

The Federal Government of Germany (BMBF) provided funding for work on the book,
for the necessary meetings and for printing. Moreover, the Coastal Engineering Research
Council (KFKI) decided to have the book printed as a special issue of “Die Kiiste”. For pro-
viding funding for printing, organization and for reviewing the book the authors express
their gratitude to Dr. V. BARTHEL.

Dr. GONNERT would like to recognize the contributions of the members of the working
group for the research project “Storm Surges in the German Bight” with LBD PETERSEN, Dr.
G. FLUGGE, RD H. ScHMIDT, Dr. E. RENGER, Prof. Dr. H. KUNZ and Dipl.-Ing. D. SCHAL-
LER for discussion and productive ideas enabling her research in storm surges and revising
this book. RD RALF ANNUTSCH’s help is greatly acknowledged. He assisted in developing
her understanding in storm surges and took always time for discussions on tides and storm
surges.

No words can describe realistically Dr. GONNERT’s acknowledgement of and deep gra-
titude towards the late Prof. Dr. W. SIEFERT. He was her teacher in coastal engineering, su-
pervisor and head at the Department of Port and River engineering.

Professor DUBE is grateful to the Indian Institute of Technology Delhi in general and
Professor V. S. RAJU, Director in particular for extending all facilities and providing moral
support for the completion of the book. Contributions made by Professor P. C. SINHA, Dr.
A. D. Rao, Dr. P. CHrrTiBABU, Dr. P. K. BHASKARAN, Ms. RucHI KALRA and Mr. DEBASIS
MAHAPATRA of the Centre for Atmospheric Sciences, IIT Delhi is greatly acknowledged.

Dr. MURTY expresses his gratitude to the Government of Canada to make the first book
possible and to Baird and Associates Coastal Engineers of Ottawa, Canada, to make the se-
cond book possible. He also would like to recognize the contributions from Prof. GEORGE.
W. PLATZMAN of the University of Chicago, and his professional colleagues Dr. D. B. RA0O,
Dr. R. F. HENRY and the late Drs. T. ]. SIMONs and M. 1. EL-SABH, in developing his under-
standing of the storm surge phenomena. Contributions made by Dr. M. B. DANARD and Dr.
JoHN Luick and the late Dr. N. G. FREEMAN are also greatly acknowledged.
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1. Introduction and General Considerations

1.1 Introduction to Oceanographical Aspects of
Storm Surges

Storm surges are oscillations of the water level in a coastal or inland water body in the
period range of a few minutes to a few days, resulting from forcing from the atmospheric
weather systems. By this definition, the so-called wind-generated waves (often referred to as
wind waves) and swell, which have periods of the order of a few to several seconds, are exclu-
ded. The term “storm surge” is commonly used in European literature, especially in the lite-
rature pertaining to the water level oscillations in the North Sea. In North American litera-
ture, the terms “wind tides” and “storm tides” are also used to refer to the same phenome-
non.

Unfortunately, the term “wind tides” has occasionally been used as a synonym for
low storm tides and — in aeronomy — to refer to atmospheric tides (which have the same
astronomical origin as oceanic tides). Hence, the term will not be used here. The term
“storm tide” is used in North American literature in a confusing manner: at times it is used
in the same sense as storm surge, and at other times it is used to denote the sum of the storm
surge and the astronomical tide. Here, the term will be used only in the latter sense and
describes the whole event. Sometimes the term “storm tide” is meant to be the highest peak
due to interaction of tide and storm surge. This parameter will be denoted here as “high
water level” (HWL). As an alternative to the term “storm surges”, the term “meteorologi-
cal ocean tides” will be used. In some sense, storm surges are similar to astronomical tides:
although storm surges are not periodic in the sense that tides are, they do exhibit certain
periodicities, and since the forcing functions are due to meteorological causes, it is not in-
appropriate to call them meteorological ocean tides. Here, the word “ocean” is used to de-
note a water body of any scale, and not necessarily the oceans. In Russian literature (e.g. see
LAPPO and ROZHDESTVENSKIY, 1979), the term “meteorological ocean tide” is commonly
used.

The spectrum of ocean waves is shown schematically in Fig. 1.1, and it can be seen that
storm surges are centered at about 107 cycles per second (cps or Hz), which gives a period
of about 3 h. However, depending mainly on the topography of the water body and se-
condarily on other parameters, such as the direction of movement of the storm, strength of
the storm, stratification of the water body, presence or absence of ice cover, nature of tidal
motion in the water body, etc., the periods in the water level oscillations may vary consider-

I‘— Tides —9

108 106 104 102 | 102 104 cps
Planetary Shelf Swell Sea Capillaries Acoustic
Waves Waves < Wind — Waves
Storm Tsunamis
Surges

Fig. 1.1: Frequencies of oceanic wave motion in cycles per second (cps) (PLATZMAN, 1971)
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ably. Even the same water body, storm surge records at different locations can exhibit diffe-
rent periods.

Although storm surges belong to the same class known as long waves, as do astronomi-
cal tides and tsunamis, there are at least two important differences. First, whereas tides and
tsunamis occur on the oceanic scale, storm surges are simply a coastal phenomenon. Second,
significant tsunamis and tides cannot occur in a completely closed small coastal or inland wa-
ter body, but storm surges can occur even in completely enclosed lakes, or in canals and
rivers.
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Fig. 1.2: Storm Surge at Forest Hills, New York (PAULSEN et al., 1940)
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Fig. 1.3: Storm Surge at Rockaway Park, New York (PAULSEN et al., 1940)
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In Fig. 1.2-1.4, examples are shown of storm surge profiles with several different peri-
ods. For example, the profile at Forest Hills, NY, is shown in Fig. 1.2, and a period of about
2.5 d can be seen. The same storm generated a surge at Rockaway, NY, with periods of the
order of 1 d or less (Fig. 1.3). Thus, even nearby locations can exhibit considerably differing
periods. The surge profiles at six locations on Lake Erie due to an extratropical storm in
November 1957 are shown in Fig. 1.4. It can be seen that surges with ranges of up to 8 ft
(2.4 m) occurred at Buffalo, Port Colborne, and Toledo, whereas at Port Stanley the range of
the surge was less than 2 ft (0.61 m). Also, whereas the period of the surge at Buffalo and Port
Colborne was about 7-8 h, the period at Port Stanley was about 3 h.

One may ask why large surges occur at Buffalo, Toledo, and Port Colborne and only
small surges are recorded at Port Stanley. The answer is that the range of the surge de-
pends on the topography in the region of the tide station and the location of the tide station
relative to the storm track. It will be shown later in detail, mathematically, how topography,
position with reference to storm track, forcing from the weather systems, plus a host of
secondary factors determine the range of the storm surge at a given location in a speci-
fied water body. Therefore each storm surge can be different to each other at one loca-
tion.

Fig. 1.6 and 1.7 show storm surges at Cuxhaven, Germany. Depending upon the wind-
direction, windspeed and windduration the period and the level of the surge differs consi-
derably. But it can be stated that shallow water bodies generally experience surges with grea-
ter ranges. Lake Erie, being the shallowest (on the average) among the five Great Lakes of
North America, experiences surges of maximum amplitude among the Great Lakes. Lake
Okeechobee in Florida also gives rise to significant storm surges. The east coast and the Gulf
of Mexico coast of the United States have been, not infrequently, subjected to destructive
storm surges.

Surges on the east and south coasts of the United States generated by tropical storms are
referred to as “hurricanes”. Similar tropical storms in the Pacific are referred to as “typho-
ons”. (The Japanese refer to them also as “Reppus”.) In Australia, they are called “willy-wil-
lies”, in the Philippines “Baguios”, and in Arabia “Asifat”. Tropical cyclones in the Indian
Ocean, Bay of Bengal, and the Arabian Sea are popularly referred to as “depressions”, al-
though there is a strict classification based on maximum wind speed attained in the weather
system. It may be of interest to note that the word “cyclone” comes from the Greek word
»kyklon“, which means, “to whirl around”. Most of the storm surges on the east coast of the
United States are generated by hurricanes; however, significant storm surges due to extra-
tropical weather systems also occur.

In Canada, storm surges are almost always due to extratropical weather systems. Storm
surges with ranges up to a few metres occur in the St. Lawrence Estuary, in James Bay (sou-
thern extension of Hudson Bay), and in Frobisher Bay. Storm surges occur in the Canadian
Arctic and in Alaska, but storm surge is a very rare phenomenon on the west coasts of Canada
and the United States. On those coasts, water level variations are mainly caused by wind wa-
ves and swell.

Another area on the globe where destructive surges occur is the North Sea in Europe.
Considerable literature exists on the surges along the east coast of the United Kingdom and
the coast of the Netherlands and Germany. Storm surges also occur in the Irish Sea and the
Baltic Sea.

Japan is frequently affected by storm surges due to typhoons. The Bay of Bengal coasts
of India and Bangladesh have been subjected to very severe storm surges not infrequently. It
will be seen later that the peculiar topography (i.e. triangular or V-shaped basin), shallowness
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7
Table 1.1: Some of the most disastrous hurricanes affecting the United States (1900-1979)
Date Name of Area affected No.of  Damage
hurricane people  in millions
killed  of dollars
Sept. 8, 1900 - Storm surge at Galveston greater than 6.5 m 6000 30
Sept. 20, 1909 - Louisiana coast (Grand Isle) 353 -
Sept. 29, 1915 - Mississippi Delta (New Orleans) 284 -
Sept. 14,1919 - Florida Keys, Corpus Christi (Texas) 600-900 20
Sept. 20, 1926 - Miami and Pensacola to Southern Alabama 243 -
Sept. 16, 1928 - Palm Beach, Okeechobee 2000 25
Sept. 1, 1935 Labor Day  Florida Keys (winds greater than
storm 332km-h™) 408 76
Sept. 21, 1938 - New England and Long Island 600 306
Aug.7-11,1940 - South-eastern United States
(Georgia to Tennessee) 50 -
Sept. 14-15,1944 - Atlantic coast 390 =
Sept. 19, 1947 - Florida, Louisiana, Mississippi 51 -
Aug. 31, 1954 Carol North Carolina to New England 60 500
Oct. 13-17,1954  Hazel South Carolina to New York 95 i
Aug. 16-20,1955 Diane Northeast United States 184 1000
June 27,1957 Audrey Texas to Alabama (4-m surge inundated
Louisiana 40 km inland) 390 150
Sept. 9-11,1960  Donna Florida, New York, New England 50 387
Sept. 7-12,1961  Carla Texas 46 408
Sept. 8, 1965 Betsy Florida, Louisiana, mid-Actlantic States,
New England 75 1421
Aug. 15-16,1969  Camille Louisiana, Mississippi, Virginia (7.4-m surge
on Pass Christian, Mississippi) >250 1421
Mid-June, 1972 Agnes Florida, Virginia, Maryland, Pennsylvania,
North Carolina to New York 122 2100
Late Aug.—early  Davidand  Alabama, Mississippi, Florida 5 2300
Sept. 1979 Frederic

of the water body, together with a large tidal range make storm surges on the low-lying Bay
of Bengal coast more dangerous than in any other region of the globe.

It is recognised by now that the storm surge problem is an air-sea interaction problem;
i.e. the atmosphere forces the water body, which responds by generating oscillations of the
water level with various frequencies and amplitudes. Our present interest is confined to that
part of the oscillation between a few minutes and a few days. Study of the storm surge pro-
blem will begin with a consideration of the global weather systems.
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1.2 Global Weather Systems

In order to understand global weather systems, it is convenient to begin with the so-cal-
led “general circulation of the atmosphere,” which refers to the motion of the atmosphere
around the globe in an average sense, both in space and time. Before discussing the general
circulation, it is appropriate to introduce certain nomenclature. There are two important cha-
racteristics of the atmosphere, which can be seen in Fig. 1.9:

e the pressure decrease with height above the earth surface
® the change of temperature with height above the earth surface.

The pressure decreases with height in a monotonic fashion, as can be seen from the or-
dinate on the right side of Fig. 1.9. The units of pressure are millibars (another internationally
used unit is the kilopascal, 1 kPa = 10 mb). On average, the atmospheric pressure at sea level
is 1013.2 mb. The height scale (kilometres) is shown on the left hand side of the graph. For
general interest, the maximum heights of three mountain peaks, namely, Mount Everest,
Mount Blanc, and Ben Nevis, are included. The heights of different cloud types are also indi-
cated.

The second important characteristic is the change of temperature with height, indicated
by the curve in Fig. 1.9. Temperature inversions occur several times with increasing height,
and this gives rise to three warm and two cold regions. The warm regions are near the earth’s
surface, at a height between 40 and 60 km, and above 150 km (i.e. more or less the top of the
atmosphere). The first cold region extends from about 10 to 35 km and the second cold re-
gion from about 80 to 90 km. The exact distribution of temperature with height depends on
latitude and, to a certain extent, on the season.
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Fig. 1.9: Vertical structure of the atmosphere (DOBSON, 1963)

It can be seen that the temperature decreases from the earth’s surface as far as the tro-
popause. The atmosphere below the tropopause is called the troposphere, and the region im-
mediately above the troposphere is referred to as the stratosphere. The electrical conductivity
of air above the 80-km level is much greater than that at lower levels, especially during sun-
light hours. This region of the atmosphere, called the ionosphere, allows radio waves to pro-
pagate great distances.

The knowledge obtained from the observations of troposphere and stratosphere led to
a more definitive theory concerning the general circulation of the atmosphere. The founda-
tion among the general circulation is the interdependence of the three-dimensional fields of
temperature, pressure and wind (FLOHN, 1971). There are three possible movements of an air
mass: 1) vertical, 2) horizontal and 3) partly vertical and partly horizontal. The vertical move-
ments means that wind blows at the height from warm to cold regions and near the ground
from cold to warm areas, which is thermally induced. The horizontal movement of an air
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mass occurs due to pressure gradients with the wind blowing from high pressure area to a
low pressure area. The border region between two air masses is called a frontal zone.

The Coriolis force modifies the wind’s direction. In the northern hemisphere, the wind
blows clockwise around high pressure systems and counterclockwise around areas of low
pressure. Angular momentum is proportional to angular velocity and the square of the dis-
tance of the air parcel from the axis of rotation. For a uniformly rotating earth and atmos-
phere, the total angular momentum must remain constant. The angular momentum is grea-
test at the equator and decreases with an increase of latitude, becoming zero at the poles. If a
large mass of air changes its position so that its distance from the axis of rotation also chan-
ges, then its angular velocity must alter so that its angular momentum does not change. BARRY
and CHORLEY (1970) estimated that a mass of air travelling from latitude 42° to 46° would
increase its speed relative to the earth’s surface by 29 m/s in order to conserve angular mo-
mentum. However, in practice, other forces such as friction oppose this increase, but it is im-
portant to note that many of the observed features of the general circulation are due to the
poleward transfer of angular momentum on a rotating earth. A simple meridional (i.e. north-
south) circulation is not possible on a rotating earth because the northward-moving air mass
would be deflected eastward and the southward-moving air westward, and thus zonal (i.e.
east-west) motions would set in.

Heat exchange between the equatorial and Polar Regions could be achieved through
a system of vortices and/or waves. Above the range of “friction” (i.e. above a height of
>1-2 km), the wind blows parallel to the isobars, because of the different direction of the
Coriolis force and the gravitational force. The wind will equalise differences in pressure at
the frontal zone, but the Coriolis force causes a diversion: in the northern hemisphere to the
left, to he right in the southern hemisphere. If there is a balance between the gradient force
and the Coriolis force, the wind blows parallel to the isobars. This wind is called the geo-
strophic wind.

At the Equator the wind blows at right angles to the isobars and the balance of pressure
is regained very quickly (ageostrophic wind). Therefore at the Equator the winds are very
light whereas at higher latitudes the wind may be very strong and blow for a long duration.

In an ideal homogeneous atmosphere the temperature decrease with high is about 10°
C/km and the windspeed is uniform with height. However this situation of an ideal air mass
never happens in mid-latitudes and only very rarely in the tropics and in the Polar Regions.
The horizontal exchange of air is carried out (geostrophically) by travelling weather systems
such as cyclones and anticyclones; the ageostrophic wind of the vertical circulation is pro-
portionally much smaller, but cannot be ignored. Furthermore the horizontal component of
the movement can either be stable or not unstable. If the horizontal gradient of the wind ex-
ceeds a threshold value — which may occur in the frontal zone — the situation of the wind and
pressure fields will be changed on a large scale. That will result in the development of new
cyclones (low pressure) and anticyclones (high pressure).

In a frontal zone the windspeed is much greater in the upper layers. These strong winds
at a high of about 8 to 12 km above sea level are referred to as the Jet stream. There are at least
two types of Jet streams, one in the polar front and the other in the subtropics.

For weather and climate purposes, as well as for the atmospheric forcing of storm sur-
ges, interest here is primarily in the troposphere and, to a lesser extent, in the lower part of
the stratosphere. Earlier, the term “general circulation of the atmosphere” was introduced. In
practice, this term is used to describe the more or less permanent wind and pressure systems
of the troposphere and the lower stratosphere. To explain the dynamics of the climate system,
initially we will omit orographical effects (FLOHN, 1971, BARRY and CHORLEY, 1992)



Die Kiste, 63 Global Storm Surges (2001), 1-623
11

Since the early days of meteorological measurements it has been known that the tropi-
cal areas of the globe receive more radiation from the sun than they radiate back into space,
whereas the higher latitudes receive less than they themselves radiate. The average tempera-
ture distributions observed are maintained through motion on various scales in the atmos-
phere. The rate of heat flow from lower latitudes towards the pole increases from the equa-
tor to about 35° latitude it then decreases because the higher latitudes retain some of this im-
ported heat.

The distribution of the temperature field and the Coriolis force due to earth’s rotation
largely determine the pressure field. The tendency for the equalisation of pressure between
the subtropics and the Polar Regions generates the westerlies and a similar tendency between
the subtropics and the equator produces the easterlies and the trade winds.

Westerlies: The middle and higher latitude regions have a higher degree of baroclinicity
than the tropics, and the temperature range is much greater than in the tropics. In the middle
and higher latitude regions, great amounts of potential energy are converted into kinetic
energy, thus creating the wind systems. The westerlies move in a meandering path (Fig. 1.10).
They meander through the troposphere around both hemispheres and reach their highest
speed at 9-11 km above the sea surface between 30-35° latitude (winter) and in summer at
40-45° latitude.

The westerlies are characterised by instability. Small changes in the Jet stream result in
disturbance to the system and, with this, change of the weather at the earth’s surface. At
the surface the westerlies will be influenced by travelling cyclones (low pressure) and anti-
cyclones (high pressure).

Cyclones and Anticyclones: Due to the meandering of the westerlies the wind is both
accelerated and decelerated. This results in an ageostrophical exchange of air mass perpendi-
cular to the isobars. With the acceleration the air will be shifted to the cold side (in the nort-
hern hemisphere to the left; to the right in the southern), with deceleration on the warm side

Fig. 1.10: Schematic repesentation of general circulation (4-10 km; line = isobars; winds = broken line;
trade = dotted line) (FLOHN, 1971)
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(in the northern to the right; to the left in the southern). This results in cells of low and high
pressure: cyclones and anticyclones.

Due to the Coriolis force, the cyclones move with their winds rotating around them in
an anticlockwise sense in the Northern Hemisphere.

Secondary Trade Circulation: The subtropical high pressure cells at 30° latitude north
and south indicate a drop in pressure from the subtropics to the equator, which is due to the
ageostrophical east wind, the Trade Winds (Fig. 1.11). This Trade Wind may reach a level of
10 km above the sea surface and also have an effect at ground level. Frictional effects mean
that the wind at the surface moves to the southeast in the northern hemisphere/northeast in
the southern hemisphere.

math. meteor. Equator

=== nry i ES

SE - trade = —diy Sy . —
SITC NITC

[ §l L L L .
30°S 20°S 10°S 0° 10°N 20°N 30°N

Fig. 1.11: Trade winds with [TCZ and equatorial westerlies (FLOFN, 1971)

These winds, at the surface, converge at the equator and move upward to the tropopause,
producing precipitation, and then assume south to north motion (in the northern hemi-
sphere) aloft from the equator to the subtropics, and sinking motion at the subtropics and
south to north motion from the subtropics to the equator at ground level, referred to as the
thermal motor after general circulation. This circulation is called the thermical motor of the
general circulation, but it is the secondary trade circulation. However the thermic motor
must be considered as a necessary secondary impulse of the general circulation.

The winds, which move from the equator to the pole, intensify in the westerlies. When
the westerlies from the middle latitudes move towards the tropics above the Trade Winds,
they are called “Anti-Trade-Winds”.

Inter-Tropical Convergence Zone: The zone of convergent winds at ground level and
lowest pressure (thermal equator) moves, in the northern summer, from the geographical
equator to 20° latitutde north, in the southern summer, movement is in the opposite direc-
tion. The Trade Winds will be shifted over the geographical equator. Due to this the pressure
situation changes and the south-east Trade Wind (in the northern hemisphere) becomes equa-
torial westerlies.

Patterns of Pressure and Wind: The general circulation causes a cellular pattern of pres-
sure and wind at the surface (level of 0-2 km). This structure changes with the season, be-
cause of the inclination of the earth and, with this, the changing solar radiation.
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It must be considered that the “only true zonal distribution of pressure exists in the re-
gion of the subpolar low in the southern hemisphere where the ocean is continuous. To a
lesser extent, the equatorial low is zonal. At other latitudes, particularly in the northern
Hemisphere, where the bulk of the land exists, large seasonal temperature differences disrupt
the idealised zonal patterns.” (LUTGENS and TARBUCK, 1986).

The sea level pressure distribution for the month of July (representative of summer in
the northern hemisphere) and January (representative of winter) is shown in Fig. 12. It can
be seen that the observed pressure regimes are cellular. The high pressure centres are over the
eastern side of the Atlantic and Pacific oceans (this affects the west coast climates of adjacent
continents), north and south of the equator, South Indian Ocean, Arctic Ocean, and Ant-
arctica. Occasionally, names are given to these centres. For example the one over the eastern
Pacific is called the “Hawaiian High” and the one over the eastern Atlantic is called the “Azo-
res High”. The low pressure centres are the “Iceland Low” (over the North Atlantic), the
“Aleutian Low” (over the North Pacific), and one each over the South Atlantic, South Paci-
fic and Indian oceans in a shifting zone along the equator, and one in the Southern Ocean
near Antarctica. The two semipermanent cells, the Iceland Low and the Aleutian Low “re-
present the great number of cyclonic storms that migrate eastward across the globe and con-
verge in these areas.” (LUTGENS and TARBUCK, 1986).

With reference to Fig. 1.13, the following remarks may be made. Pressure is higher and
the gradients are steeper in the winter hemisphere (i.e. the hemisphere that has winter at that
time), and the pressure centres shift northward in July and southward in January
(TREWARTHA, 1968). The pressure belts in the subtropics are more or less continuous in the
winter hemisphere, whereas in the summer hemisphere, the heated continents break the con-
tinuity. Between the subtropical high and the subpolar lows lies the main zone of travelling

= === Convergence
~=~v-v Fronts
== warm

— GOl

} Winds

Fig. 1.12: Schematic representation of atmospheric circulation between 0-2 km eight and vertical circu-
lation to 15 km height (FLOHN, 1971)
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Table 1.2: Planetary Pressure and vertical Wind Belts
Pressure belt | latitude | Wind belt Wind belt
(0-3 km) (>3 km)
Polar High 80-90° Polar Easterlies Sinking air dominates, with
(0-3 km) evaporation of clouds and dryness.
Subpolar 55-65° | extratropical westerlies Cyclonic disturbance with
Trough (mid-latitude) 18-30 km; clouds and precipitation moving
westerlies during winter | from west to east.
more than
50 km
Subtropical | 25-30° | Tropical Sinking air dominates, with
High Pressure Easterlies (Trade; evaporation of clouds and dryness.
Area 0-10 km)
Tropical
Equatorial 0-10° Easterlies and Cyclonic disturbance with
Trough equatorial clouds and precipitation moving
westerlies from west to east.

cyclones and anticyclones (westerlies). The high and low pressure areas are called centres of
action, because their strength over a given period (e.g. week, month or season) as compared
with long term averages, is an indication of the departure of the weather from its average.

“Relatively little pressure variation occurs from midsummer to midwinter in the south-
ern hemisphere, a fact we attribute to the dominance of water in that hemisphere. The most
noticeable changes here are the seasonal 5- to 10 degree shifts of the subtropical highs that
moves with the position of the sun’s vertical rays” (LUTGENS and TARBUCK, 1986).

Influence of the distribution of land and oceans: If the surface of the earth were per-
fectly smooth, i.e. lacking orographical features, and uniformly covered with water, then the
long-term average pattern of winds, temperature, and precipitation would not show any vari-
ation with longitude but would exhibit only zonal bands (i.e. variations with latitude only).
A general examination of weather charts shows that the influence of the distribution of land
and water and such orographical features as mountains has a significant influence on the pat-
terns of meteorological parameters.

The insulation does not vary significantly over the year near the equator, but the varia-
tion increases with latitude. The conductive capacity of the land is very much smaller than
that of the oceans, and for that reason, the annual range of temperature is greater over the
continents than over the oceans. Thus, the temperature difference between oceans and con-
tinents varies little over the year near the equator and more in the higher latitude regions.

This contrast in the heat capacity of land and water gives rise to low and high pressure
centres. In spring the land is heated more rapidly than the oceans, and extensive low pressure
areas develop over land and (relative) high pressure persists over the oceans. In the autumn
the continents cool more rapidly than the oceans, and high pressure centres develop over the
land areas. Since the temperature difference between continents and oceans is greater in win-
ter, the low pressure centres over the continents in summer are less pronounced than the high
pressure areas over the continents in winter.

The different heat capacity of land and water results in the following significant conse-
quences: in summer the planetary low pressure belts will be taken over the continents and
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Fig. 1.13: Global sea-level pressure (millibars) distribution in January (a) and July (b) (LUTGENS and
TARBUCK, 1986)

reinforced, in winter the anticyclones. This means, for example that in the northern hemi-
sphere summer the equatorial low pressure belt shifts northwards over India to the 30° lati-
tude and an expanding of the area of west wind to 60° in northern summer and to 40° in sou-
thern summer. The smaller proportion of continents there causes the lesser expansion in the
southern hemisphere.

Large mountain ranges can modify the distribution of these low and high pressure cen-
tres considerably, particularly the Cordilleras and Central Asia. Due to their high heating
area these uplands become warmer than the atmosphere around them. Therefore the moun-
tains cause an anticyclonal meandering of the westerlies and form a cyclonic trough in their
lee. Due to this, in North America and Asia — in the lee of the mountains of Central Asia —
there is a high trough with cold air on the eastern side and warm air on the western side
(FLOHN, 1971). North America may be considered as a triangle with its base in the Arctic and
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its apex in the tropics. Thus it is completely open to exchange of heat with the Atlantic Ocean,
but the Rocky Mountains obstruct the heat exchange with the Pacific. Due to this, high pres-
sure centres in winter and the low pressure centres in summer are located to the east of the
mountain ranges.

In the southern hemisphere there are four nearly stationary meandering waves of the
westerlies, which are caused by the Andes of South America and the overheated uplands of
South Africa and New Zealand. This meandering of the westerlies is caused by orographical
features and explains the differences between the east- and west coasts and the anomaly of
heat in northwest Europe.

1.3 Air Masses, Fronts, Cyclones, and Anticyclones

An air mass is a large body of air with dimensions of the order of at least 1000 km, whose
properties, especially temperature and relative humidity, do not change significantly within
the mass. The border region between two air masses usually has a width of about a few tens
of kilometres and is called a frontal zone (referred to simply as a front). Since the frontal re-
gions are typified by strong variations in temperature and moisture, they are also regions in
which potential energy of the air masses gets changed into the kinetic energy of the cyclonic
systems.

It has been shown that the major pressure and wind systems are located over either the
oceans or the continents but not in the transition zones. Because of its large conducting ca-
pacity, the air that is associated with these systems will acquire the physical properties of the
underlying surface. The sources that produce air masses are aptly termed “air mass sources.”
Air masses are not stationary, and once an air mass begins to move, its structure changes de-
pending on the properties of the underlying surface. If the new surface is colder than the air
mass, then the air mass loses heat and becomes more stable. On the other hand, if the surface
is warmer, the air mass acquires heat and becomes less stable.

The Norwegian School of Meteorologists developed the polar frontal theory of cyclo-
nes. The basic structure of a cyclone, which forms from the convergence of two air masses,
is shown schematically in Fig. 1.14. The first air mass is relatively warm and moist and has as
its source a subtropical region. The second one is colder and has a polar air mass source. In
the initial stages of development of the cyclone, a tongue of warm air extends northward be-
tween these two air masses. The narrow region separating the air masses its the front and is
referred to as the polar front, since it represents the southern edge of the polar air mass.

A warm front is one along which cold air is displaced by warm air, and a cold front is
one in which the reverse is true; a stationary front is one that does not move.

In the frontal theory of cyclones, the initial stage is characterised by a quasi-stationary
front separating a warm and a cold air mass. The next stage involves the development of wave
motion on the front, with the subsequent development of a low pressure center. At this stage
of cyclogenesis, the cyclone is referred to as nascent. In the next stage, the cold front overta-
kes the warm front, and this process is called occlusion. With the progress of the occlusion
process, the warm air is lifted to higher levels and becomes replaced at the lower levels by
colder and heavier air. Because of this, the center of gravity of the air mass is lowered, and
large amounts of potential energy are released. This potential energy is converted into kine-
tic energy of the wind systems that surround the cyclone center.

PETTERSSEN (1969) stated that an extratropical cyclone is usually accompanied by three
or four similar cyclones to form a series, or a family. The first member of this family is an
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Fig. 1.14: Cyclone model of the Norwegian Meteorological School (WARNECKE, 1997)

occluded cyclone, the second member is partly occluded, and the trailing member is an inci-
pient cyclone wave. While the leading cyclone dissipates slowly, new cyclones develop on the
trailing front. Because of this, the group, as a whole, moves slower than an individual mem-
ber. While the first cyclone is in the higher latitudes, the subsequent cyclones take more sou-
therly paths, and in the rear of the frontal member, cold air moves southward into the sub-
tropics. This phenomenon is called a polar outbreak and will lead to the development of an
arctic cyclone. At times, on the surface weather charts, it is difficult to recognise a coherent
cyclone family. This is especially true in North America because of the influence of the

Rockies. Coherent cyclone families, with three to six members, travel eastward over the nor-

thern oceans with a period of 3-8 d.

Anticyclones, as the name implies, are opposite to cyclones, i.e. they are centers of high
pressure. Their intensities are lower than those of cyclones, they exhibit a more irregular be-
haviour than cyclones, an as a rule, they move slower. PETTERSSEN (1969) gave the following
classification for anticyclones.

(1) Subtropical highs: vast, elongated, and deep (in height) anticyclones located in the sub-
tropics. These are highly persistent, are either stationary or slowly moving, and can be
seen on practically any weather chart.

(2) Polar continental highs: anticyclones that develop predominantly over northern conti-
nents during winter. In North America, they develop mainly in Alaska and western
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Canada (east of the Rockies) and move towards the Atlantic Ocean in a southeasterly to
easterly direction. Once they enter the Atlantic Ocean, they cannot maintain their iden-
tity and get absorbed in the subtropical anticyclone.

(3) Highs within the cyclone series: small anticyclones that lie between individual members
of a cyclone family. Sometimes, these are simply wedges of high pressure that travel at
the edges of huge subtropical anticyclones.

(4) Polar-outbreak highs: either the last member of a cyclone family or follow any intense
cyclone family.

Fig. 1.15: Major frontal zones in the Northern Hemisphere during winter (A) and summer (B)
(BARRY and CHORLEY, 1992)

Fig. 1.16: Major frontal zones in the Southern Hemisphere during summer (Su) and winter (Wi)
(BARRY and CHORLEY, 1992)
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Next, the geographical distribution of cyclones and anticyclones will be discussed. Cy-
clones occur preferentially in the higher middle latitudes. In the Northern Hemisphere, the
maximum cyclone frequency occurs at approximately 60 °N in summer and 50 °N in winter.
Note that the subtropical anticyclones and the equatorial convergence zone also have a si-
milar 10° latitude seasonal shift. In the Southern Hemisphere, the belt of maximum cyclone
frequency is more continuous and lies between 50 and 60° latitude.

PETTERSSEN (1969) presented diagrams of percentages of cyclone and anticyclone cen-
ters. Based on these diagrams, the following important points may be noted for cyclone ac-
tivity in the Northern Hemisphere during winter. Over the Pacific Ocean, there is a wide
zone of cyclonic activity stretching from Southeast Asia to the Gulf of Alaska. During win-
ter, most of these cyclones travel in a northeastward direction and converge in the Gulf of
Alaska. However, some of the storms, especially those that form on the mid-Pacific polar
front, travel on a more southerly track and reach the California coast. Most of the Pacific cy-
clones cannot cross the Rockies; however, some of them redevelop on the eastern side of the
Rockies.

Over the Atlantic Ocean, storms usually develop on the Atlantic polar front (Fig. 1.15).
One of the most favoured regions is the coast of Virginia and to the area east of the southern
Appalachians. These are referred to as the East Coast Storms or the Cape Hatteras Storms,
and while moving along the Gulf Stream, they achieve great intensity, and finally they be-
come stagnant near Iceland or between Greenland and Labrador. On the Atlantic-Arctic
front, many cyclones either form or redevelop, and they generally move in the direction of
the Barents Sea.

During the summer period for the Northern Hemisphere, there are mainly two belts of
high frequencies of storm occurrence. The northern belt surrounding the Arctic is irregular
and consists of cyclones with fronts. The southerly belt is over the warm continents of the
subtropics. The more or less permanent heat low over the continents accounts for the high
frequencies found over southern California, Nevada, Arizona, and northern Mexico. At the
higher levels, there is an anticyclone with strong subsidence, and because of this, clouds and
weather systems are absent in the second belt.

The principal tracks of the depressions in the Northern Hemisphere for the winter pe-
riod are shown in Fig. 1.17. Note that these tracks basically reflect the influence of the major
frontal zones.

Next, the geographical distribution of the anticyclones in the Northern Hemisphere will
be briefly discussed. There is a belt over the oceans with a maximum occurrence frequency
off the subtropical west coast. In the eastern North Pacific, strong frequencies occur. Regar-
ding the distribution of the anticyclonic centres in the Northern Hemisphere during sum-
mer, note that the belt of subtropical anticyclones is now farther north than in winter. The
occurrence frequency is again significant in the eastern Pacific but is low in the western Pa-
cific because of the summer monsoon.

Earlier, a front was defined as a sloping zone of transition between two air masses of dif-
ferent density. Although a front is several kilometres wide, it is narrow compared with the
horizontal dimensions of the air masses. On weather charts, fronts appear as lines of discon-
tinuity in wind and temperature. At the front, there is a kink in the isobars (i.e. lines of equal
pressure) directed from low to high pressures.

Next, the principal frontal zones on the globe will be identified. Although fronts are
not usually stationary, certain regions nevertheless consistently show high frequency of
fronts, these regions being the areas of confluence between the main air mass sources discus-
sed earlier. Fig. 1.17 shows the major frontal zones in the Northern Hemisphere during
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Fig. 1.17: Principal Northern Hemisphere depression tracks in January. Tracks represented by broken
lines are less certain than those represented by solid lines (KLEIN, 1957)

winter. In the Atlantic Ocean region, one has the Atlantic polar front, which is the conflu-
ence region between the polar continental and the tropical maritime air mass sources, and the
opposing currents indicated maintain the front. Quite often, the Atlantic polar front extends
eastward over Europe. Its position varies quite drastically in the meridional direction; i.e. it
can be anywhere from the West Indies to Portugal in the south to the Great Lakes and Ice-
land in the north (PETTERSSEN, 1969). This frontal zone is responsible for the cyclones that
bring precipitation over a wide belt from the eastern part of the North American continent
to northwest Europe.

In the southern hemisphere the Polar Front has more cyclonic activity in summer than
the northern hemisphere in its summer. The Polar Front is located in January about 45° S with
branches spiralling poleward towards eastern South America and from 30°$ in the South Pa-
cific (150° W) (Fig. 1.16). In winter of the southern hemisphere there are two Frontal zones
spiralling towards Antarctica from about 20° (BARRY and CHORLEY, 1992).

A second important frontal zone is formed by the Atlantic-Arctic fronts, which are in
the confluence region between the arctic source region and the polar maritime air. The storms
that form on this frontal zone usually travel from Iceland along the northern part of Norway
to the Barents Sea. A third important frontal zone is the Mediterranean front, which forms
at the confluence of the cold air from Europe and the mild air from North Africa and Medi-
terranean Sea area. The cyclones that develop here usually travel in northeasterly direction
to southern parts of central Asia. However, some travel eastward to northwest India.

Over the North Pacific Ocean, there are usually two polar fronts, the one nearest the
Arctic coast being the more pronounced. Most of the North Pacific storms form along this
frontal zone and travel towards the Gulf of Alaska, but some of them take a southerly route
to California and northern Mexico. The Pacific-Arctic front usually extends towards the
Great Lakes, and many of the storms between the Great Lakes and the Rockies develop on
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this front. Cold air from the Arctic may reach as far south as Texas, or even northern Mexico,
in the rear of these storms.

A second weak polar front is found in winter in the southern hemisphere at 65°-70°S.
Zones of airstream confluence in the southern hemisphere are less numerous and more per-
sistent, pariculary in coastal regions, than in the northern hemisphere.

The frontal zone distribution during the summer period for the Northern Hemisphere
is shown in Fig. 1.15. Since, in summer, the differences in the properties of the various air
masses are not as pronounced as in winter, one can find permanent frontal zones only in the
Arctic region. The polar fronts over the western Atlantic and Pacific are usually 10° farther
north in summer as compared with their winter positions. There is now a frontal zone over
Eurasia and over the middle part of North America. These new zones reflect the prevailing
meridional temperature gradient and the large scale orographical influences. The Arctic front,
in summer, is formed along the Arctic coasts of Siberia and North America and is associated
with the snow (and ice) boundaries of the higher latitudes.

14 Regional Weather System

In this section, the regional weather systems of North America, South America, Europe,
Africa, Asia, Australia, and the ocean region will be briefly considered. The detailed me-
teorological problems associated with storm surges will be considered in Chapter 5.

141 Weather Systems of North America

The climate of North America is determined by its location in the Northern Hemisphere
and its great range from 9°N (Isthmus of Panama) to 71°N (Point Barrow) and to 84°N if
the Arctic Archipelago is included. Furthermore it is influenced by its great Landmass with
its greatest breadth (4250 km along 40° N) in the temperate zone, the long meridional barrier
of the Western Cordilleras, the cold Hudson Bay in the North and the warm Gulf of Mexico
from the south, the surrounding oceans and their currents with the warm Gulf Stream, cold
Labrador Current, the warm Alaska Current and the cool California Current. The region,
where the currents meet — for example the region of Newfoundland where the Gulf stream
meets the Labrador Current — its one of cyclogenesis and fog formation.

The atmospheric circulation develops from the interaction of the stationary Hawaiian,
Azores, Arctic and Greenland Highs and of the Aleutian and Icelandic Lows, which are se-
mipermanent, are seasonable and variable in intensity (MARTYN, 1992).

During both winter and summer, the mean pressure field at the midtropospheric level
shows a prominent trough over the eastern part of North America. The origin of this can be
traced to the influence of the Rockies on the upper westerlies, but in winter, the strongly ba-
roclinic zone along the east coast of North America is also responsible. Over the midwestern
states, cyclones generally move in a southeast direction, bringing continental polar air south-
ward, whereas along the Atlantic coast the cyclones travel northeastward. If the upper air
trough is far to the west of is average position, then depressions form ahead of it over the
South Central States (PETTERSSEN, 1969) and move in a north-easterly direction towards the
lower St. Lawrence.

Considering January as a typical month for the winter period, the surface pressure chart
shows an extension of the subtropical high over the southwest part of the United States (this
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high being referred to as the “Great Basin High”) and a polar anticyclone over the Macken-

zie River area. On both the Atlantic and Pacific coasts, the pressure is low because of the Ice-

landic and Aleutian lows. Because of heating over the land, the Icelandic low is split and a

secondary low appears over the northeastern part of Canada. The cyclone frequency is maxi-

mum on the Pacific coast and in the Great Lakes area during winter, whereas in the Great

Plains, the maximum frequency is in spring and early summer. On the average, in the month

of December, the Gulf of Alaska has the maximum frequency of lows and the Great Basin

region has the maximum frequency of highs, as compared with any other region in the

Northern Hemisphere.

In winter, there are three main depression tracks across North America

(1) Depressions from the west move eastward between 45 and 50° N.

(2) Some depressions first travel southeastward as far as the Central States and then travel
northeastward towards New England and the Gulf of St. Lawrence. Depressions deve-
loping over the Pacific cross the western mountains as upper troughs and redevelop in
the lee of the mountains in Alberta and Colorado.

(3) Depressions form on the polar front off the east coast of the United States and move
northeastward towards Newfoundland.

In the summer period, the frequency of depressions originating in the east coast is less, and

the tracks of depressions from the west are somewhat northward as compared with their

winter positions. The tracks pass over Hudson Bay, Ungava Bay, Labrador, or the Gulf of

St. Lawrence. The maritime frontal zone that gives rise to these depressions is not pro-

nounced.

In early April, the Aleutian low (which is located approximately at 55° N, 165° W du-
ring September to March) splits into two; one centre is over the Gulf of Alaska and the other
is over northern Manchuria. Cyclogenesis increases in Alberta and Colorado. By the end of
June, the subtropical high pressure cells in the Northern Hemisphere are displaced north-
ward, and because of this, the depression tracks also move northward.

The essential features of the sea level circulation in the eastern and central parts of
the United States and Canada can be determined from sea level pressure maps. However,
due to the presence of mountains and rugged orographical features in the west, sea level
pressure gradients do not accurately reflect the wind distribution. Because of the presence
of high coastal mountains, the Aleutian low pressure system does not extend far inland.
HAURWITZ AUSTIN (1944) stated that because the inland pressures are reduced to sea level,
they appear quite high compared with those over the surrounding ocean, and this sea level
correction gives rise to steep fictitious pressure gradients in northern British Columbia and
southern Alaska. Due to the presence of several fjords and the banking effect produced
by the coastal mountains, the average surface winds do not agree with the mean isobaric
pattern.

142 Weather Systems of Mexico and Central America

Central America includes the continental strip joining North to South America (bet-
ween 18 and 8° N) and the West Indies, a string of islands from Florida (25° N) to Venezuela
(10°N) separating the Caribbean Sea from the Atlantic (MARTYN, 1992).

The main mountain range in Central America is the Sierra Madre in Mexico. This region
generally lies between the subtropical belt of high pressure and the equatorial belt of low
pressure, whose boundary changes with the ITCZ. The Hawaiian High and the Azores in-
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fluence it. The prevailing winds are trade wind (easterly) and the migratory low pressure cen-
ters generally move from east to west. Thus, these secondary circulations are significantly dif-
ferent from those of middle and high latitudes.

Central America is exposed to tropical cyclones, which spring up from June to Novem-
ber over the Gulf of Mexico, the Caribbean Sea and in the vicinity of the Bahamas and over
the tropical part of eastern Pacific. These affect the coast of Central America, and all the way
to Newfoundland (MARTYN, 1992). The number varies from 1 (1890) to 21 (1933) a year
(DUNN AND MILLER, 1960).
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Fig. 1.18: Cyclone tracks of North and Central America. Solid lines represent extratropical cyclones and
broken lines represent tropical cyclones. (HAURWITZ and AUSTIN, 1944)

The tracks of the hurricanes are shown in Fig. 1.18. The following is a summary of the
average conditions associated with these tracks in Mexico and Central America:
(a) The Antillean hurricanes recurve in the eastern part of the Gulf of Mexico, and the hur-
ricane season is August to October. During August, the recurvature occurs farther north
than during October.
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(b) A frequently observed track is over the Caribbean Sea, the Yucatan Peninsula, and then
over the northeast coast of Mexico or along the coast of Texas.

(c) Occasionally, the hurricanes, after crossing the Yucatan Peninsula, travel over Central
Mexico and arrive at the Pacific coast and then travel northwestward.

(d) Similar to across Central America, and then the track is towards the north-west, parallel
to the Pacific coast and passing over the Gulf of California.

(e) These storms develop over the southeast Pacific and travel towards the Gulf of Mexico.
Some tropical cyclones also form south of the Revillagigedo Islands.

Thus, two main classes of cyclones can be noted:

(1) hurricanes that develop over the warm waters of the Caribbean Sea and the Atlantic
Ocean and

(2) storms that develop or rejuvenate over the eastern Pacific near the Central American
coast. During summer (June to August), the West Indies storms generally travel inland or
recurve farther west than during fall (September to November). This difference in beha-
viour is due to the strong subtropical anticyclone in midsummer, which prevents the re-
curvature of a storm until is arrives at an area of southerly winds. In autumn, the Atlan-
tic high is less permanent, and a hurricane can recurve northward into a trough of low
pressure over the western Atlantic. In winter, due to the southward displacement of the
westerlies, extratropical cyclones are found in relatively low latitudes.

ALAKA (1976) provided details about the Atlantic hurricanes. The locations at which At-
lantic tropical storms reached hurricane intensity during the period 190163 are shown in
Fig. 1.19 (DUNN and MILLER, 1960). The monthly distribution of Atlantic hurricanes during
the period 1881-1972 is given in Figure 1.20.

BRYSON AND HARE (1974) stated that, on the average, 5-10 tropical storms and hur-
ricanes affect North America and Caribbean regions per year; but there was only 1 in
1914 and as many as 21 in 1933. During the peak hurricane season of August to October,
the preferred regions of hurricane formation are the trade wind belt east of the Antilles
(including the Canary Islands) and the southwestern parts of the Gulf of Mexico and
Caribbean.
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Fig. 1.19: Locations at which Atlantic tropical storms reached hurricane intensity during the period
1901-63. (DUNN and MILLER, 1960)
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Fig. 1.20: Total Number of Atlantic hurricanes during the period 1881-1972 distributed by month

143 Weather System of South America

The most important orographical feature of South America is the continuous chain of
high mountains, known as the Andes, which extend from Venezuela to Cape Horn. Another
topographical feature is that South America does not have prominent coastal indentations
(such as Hudson Bay, Gulf of St. Lawrence, and Gulf of Mexico in North America) or large
inland lakes.

A more or less persistent feature is the presence of two semipermanent anticyclones, one
over the Atlantic and the other over the Pacific, near the east and west coasts, respectively.
The southern end of South America is affected by the zone of polar front depressions, which
in July reach as far north as 35-45°S (MARTYN, 1992). South of Cape Horn, there are deep
semipermanent cyclones of the Weddel and Belgique seas. One main difference between the
Northern and Southern hemispheres is that, whereas in the Northern Hemisphere the low
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pressure areas are deeper in winter (than in summer), the reverse situation occurs in the
Southern Hemisphere.

Because of continental heating, a thermal low is located over Paraguay in January. How-
ever, during July, this area comes under the influence of weak anticyclones, which join the
Pacific and the Atlantic. The southern edge of the Northern Hemisphere’s Atlantic anti-
cyclone stretches as far south as the north coast of South America. Throughout the year, a
trough of low pressure lies near the equator.

Trade winds from the Azores and South Atlantic High influence the equatorial zone east
of the Andes. The western slopes of the Andes and the west coast as a whole are influenced
by the trade winds from the eastern edge of the South Pacific High (MARTYN, 1992).

At frequent intervals, the circumpolar zone of low pressure is traversed by cyclones,
which move from northwest to southeast. Cold anticyclones usually follow these cyclones
and move from southwest to northeast. Generally, over northern Argentina, the deepening
of a cyclone, which moves southeastward on to the Atlantic Ocean, precedes these anti-
cyclones.

144 Weather System of Europe

The weather system of Western Europe is somewhat local. Therefore it is described se-
parately from Eurasia and Eastern Europe. The climate of Europe is orographically influen-
ced by
1. the shape of the continent;

2. the indented shoreline with Black Sea, Aegean Sea, North Sea, Baltic Sea, Gulf of Bothnia,
Gulf of Finland, and the Bay of Biscay;
3. the orographic barriers, which can be grouped as
— the Scandinavian mountains, oriented in a general south-west/north-east direction
— the Pyrenees (separating France and Spain), which have peaks higher than 9000 ft
(2743 m),
— the Alps, which are the highest mountain chain in Europe and extend in a general west-
cast direction from southern France to south-eastern Australia and
— the Apennines, which extend almost the entire length of Italy;
4. the huge continental mass to the east and
5. the extensive ocean to the west.
MARTYN (1992) summarised that the climate of Europe is influenced by the permanent
Icelandic Low stationed over the North Atlantic and the Azores High. While the Icelandic
Low is deeper in winter, the Azores High reinforces in summer. The seasonal Asian High
influences Europe in winter. Summer is characterised by the presence of the Arctic High in
the Spitzbergen region and the South Asian Low. This pressure system gives rise to prevailing
south-westerlies over northern, western and central Europe, and north-westerlies and
westerlies in southern Europe (MARTYN, 1992). The westerly airstream changes in easterly
or northeasterly, when high pressure develops over eastern or northeastern Europe.

In winter, the cyclones that travel across North America, or those that develop on the
Atlantic Front, travel south of Iceland in a general northeasterly direction towards Norway.
The latitudinal variation of cyclones that approach the west coast of Europe for the different
seasons of the year is listed in Table 1.3. The cyclone tracks across Europe are shown in
Fig. 1.21. This difference in frequency is more pronounced in summer than in winter.

,In summer, when the Azores High becomes stronger and extend in a ridge across
western Europe, the Iceland Low weakens and the Arctic High lies across eastern Greenland
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Fig. 1.21: Cyclone tracks across Europe. (HAURWITZ and AUSTIN, 1944)

and Iceland, the atmospheric circulation is somewhat modified and the fronts change their
position (MARTYN, 1992). In autumn cyclonic activity begins to intensify on the tracks
usually taken by depressions.

Some of the cyclones that traverse Europe have travelled over the Atlantic Ocean.
Others develop over Europe itself and the adjacent seas. For example, secondary cyclones
develop south of Scandinavian range, and these are referred to as Skagerrak cyclones. Other
regions where deepening of an old primary cyclone may occur are the Adriatic Sea and the
Gulf of Genoa. The cyclones that traverse Southern Europe either originate over the Atlan-
tic and deepen over the warm water surrounding Italy or form in the Mediterranean Sea.
According to WALLEN (1970), the cyclones of Europe have duration of usually 8 d but at
times up to 17 d. Fig. 1.23 shows the frequency of cyclones in winter and summer for
Europe.

Table1.3: Cyclone frequency (% of the total annual occurrence) at 15°W longitude (Atlantic Ocean).
(HAURWITZ and AUSTIN, 1944).

Latitude Winter Spring Summer Autumn Year
30-35°N 1.7 2.0 0.4 2.0 6.1
35-40°N 3.0 3.9 1.1 3.8 11.8
40-45°N 33 4.2 2.3 31 129
45-50 °N 2.1 3.0 37 2.7 11.5
50-55°N 23 37 45 24 12.9
55-60 °N 3.0 4.5 6.0 4.1 17.6
60-65 °N 3.2 o 5.0 5.4 18.7
65-70 °N 1.9 2.1 22 2.3 8.5

30-70°N 20.5 28.5 25:2 25.8 100:0




28 Die Kuste, 63 Global Storm Surges (2001), 1-623

TEF

[# W G- L e S
e ¥80= 10 =k —r” [ £

z
Sy

Fig. 1.22: Prevailing wind directions and atmospheric fronts over Europe and the North Atlantic.
January (A) July (B) (MARTYN, 1992)
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145 Weather System of Asia (Including Russia)

Asia including Russia encompasses an enormous continental region of varied relief. The
important orographical features of Asia are:

1. The Himalaya mountains: They extend from west to east in northern India and have the
highest peaks on the globe with Mount Everest 8839 m (29 000 ft), which penetrates the
upper boundary of the troposphere (MARTYN, 1992).

2. Between the Himalaya and the Kunlun chain to the north lies the high plateau of Tibet,
which contains a number of smaller mountain chains.

3. A more or less continuous series of mountains, oriented in the southwest - northeast di-
rection, stretches from the Arabian Sea to Mongolia. The most important ranges are Hindu
Kush and the Tien Shan.

4. Starting at the Tibetan plateau, the land slopes gradually down towards the Arctic Ocean.
Several mountain ranges exist in Mongolia and Siberia. Important ones re the Altai and Ya-
blonova ranges.

5. In the southeast direction, a minor ridge extends towards the Gulf of Siam.

In southwestern Asia, land with elevation in excess of 2000 ft (610 m) contains moun-
tain ranges such as the Caucasus, extending from the Caspian Sea to the Black Sea. The Ur-
als form a north-south mountain chain. There are also smaller mountain chains on the east
coast of the former USSR and in Japan, Indonesia, Southern India, and Arabia. The Asian
continent has several large indentations, e.g. the Red Sea, the Persian Gulf, the Arabian Sea,
the Bay of Bengal, the Gulf of Siam, the Gulf of Tonkin, the China Sea (Pohai Sea), the Sea
of Japan, the Okhotsk Sea, the Kara Sea, etc.

MARTYN (1992) recognized the following features about the weather systems in Asia. In
Eastern Asia the Aleutian Low controls only Kamschatka and Sakhalin. Northern Asia is in-
fluenced by the Arctic front depressions moving along Kara Sea and even Laptev Sea coasts.
In winter the Hawaiian High is attenuated and lies closer to North America, whereas the
Aleutian High over the north Pacific deepens and becomes more active.

The windsystems in Asia are very different because of the vastness of the continent. For
example, in winter winds in north central Asia are southwesterly and in the south they blow
from northeast to southeast. Indonesia is affected by the summer monsoon. Therefore not all
winddirections will be described here.

In July Asia is influenced by the Asian low, which centres on the Gulf of Oman, the Per-
sian Gulf, Pakistan and northwest India. The Arctic High affects the north part of the con-
tinent. Cyclonic activity develops along the western part of the polar front running south-
west-north-east across Russia as far as the mouth of the Ob.

Moreover in summer the Hawaiian High moves nearer to Asia and becomes stronger.
The anticyclone activities south of Asia influence the tropical zone of the Indian Ocean, Aus-
tralia and the Pacific and affect southeasterly winds, which bring dry and cooler continental
tropical air over parts of Indonesia.

South-east and east Asia, the coasts of the Seas of Okhotsk and Japan, the Amur, Sak-
halin and Kamchatka regions, the Philippines and Indonesia are dominated by a monsoon
circulation. In winter the wind blows opposite its direction in summer. Then cyclonic ac-
tivities increase rapidly over very warm seas and oceans and, though the affected area is li-
mited, it is extremely violent and can be disastrous owing to the exceptional heights of wa-
ves, and the torrential rain (tropical cyclones known as typhoons).

The tracks of extratropical and tropical cyclones across Asia are shown in Fig. 1.24 and
1.25, respectively. The approximate percentage distribution of tropical cyclones in the Ara-
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bian Sea and the Bay of Bengal is given in Table 1.4. Note that whereas in the Arabian Sea the
maximum percentage is during May to June, in the Bay of Bengal it is from September to Oc-
tober. Later the Arabian Sea and Bay of Bengal cyclones and the resulting storm surges will
be discussed in more detail. Special attention will be given to the Bay of Bengal surges be-
cause they are responsible for almost half of the lives lost globally.

4160

Fig. 1.24: Extratropical cyclone tracks across Asia. Tracks represented by broken lines are less certain
than those represented by solid lines. (HAURWITZ and AUSTIN, 1944)
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Fig. 1.25: Tropical cyclone tracks across Asia. (HAURWITZ and AUSTIN, 1944)
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Table 1.4: Bimonthly distribution (approximate %) of tropical cyclones in the Arabian Sea and the Bay
of Bengal (HAURWITZ and AUSTIN, 1944)

Water body Jan.—Feb. Mar—Apr.  May-June  July-Aug.  Sept—Oct. =~ Nov.—Dec.

Arabian Sea 1 11 50 1 11 26
Bay of Bengal 1 2 17 29 34 17

Table 1.5: Average number of tropical cyclones per month within 5-30°N and 105-150°E (based on
data for the period 1884-1953). Note that this area is in the northwestern Pacific Ocean east of the
Philippines and southeast of Japan (WaTTs, 1969)

Month Average No. Month Average No.
January 03 August 4.4
February 0.1 September 4.4

March 0.1 October 3.0

April 0.3 November 2.1

May 1.0 December 0.9

June 1.5

July 3.8 Year 21.9

The weather systems of northern and eastern Asia will now be considered. The monthly
distribution of tropical cyclones in the southwestern Pacific and China Sea is given in Table
1.5. This tables is based on data for the period between 1884 and 1953, inclusive, and shows
an average of about 22 tropical cyclones per year, most of them occurring between July and
October (ARAKAWA, 1969). During July to September, tropical cyclones frequently travel
over the coasts of China and Korea; however, the southern parts of China experience them
sometimes as early as May and as late as mid-November. Between mid-November and April,
tropical cyclones rarely traverse the mainland of China.

During the main cyclone season (i.e. July to September) for this area most of the cyclo-
nes form over the warm north equatorial current between Luzon and the Marianas, and they
proceed west-northwest. About half of them persist in this direction until they reach the
South China coast, but the other half recurve northward towards Korea and Japan. The num-
ber of tropical cyclones passing through each square of 2.5° latitude and longitude over the
Northwest Pacific and China seas during the month of August for the period 1884-1953 is
shown in Fig. 1.26. Broken lines show the areas of maximum activity.

The number of typhoons traversing different coastal sections during the period
1884-1955 is listed in Table 1.6. The most vulnerable area is the Fukien-Taiwan sector. As
elsewhere on the globe, most of the deaths in China and surrounding areas due to typhoons
occur as a result of the storm surge. For example, in 1881, about 300 000 people died at Hai-
phong. In 1922, about 60 000 people died at Swatow, and in September 1937, about 11000
people died in Hong Kong. Usually, the surge at Hong Kong does not exceed 2 m, but sur-
ges three times greater have occurred nearby (ARAKAWA, 1969).
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Fig. 1.26: Total number of tropical cyclones over a part of the Northwest Pacific Ocean and the Sea of
China during the month of August for the period 1884-1953. Broken lines represent areas of maxima.
(ARAKAWA, 1969)

Table 1.6: Number of typhoons crossing the Southeast Asian coast during 1884-1955. (WATTS, 1969)

Coastal region No. of typhoons
Korea and further east 87
Liaoning to Shantung Peninsula 39
Shantung Peninsula to Shanghai 22
Shanghai to Wenchow 34
Wenchow to Foochow 30
Foochow to Swatow 90
Swatow to Canton 43
Canton to Hainan 93
Total 438

Another area where tropical cyclones (and storm surges) cause great destruction and loss
of life is in the Philippines. This country is situated in a region that has one of the greatest
frequencies of tropical cyclones on the globe. The average number per year is about 22. Fig.
1.27 shows the monthly distribution of these. It can be seen that the main cyclone season is
July to November, with the maximum in October. Although the Philippine region has the
highest number of tropical cyclones per year, the destruction and deaths due to storm surges
are greatest in Bangladesh, responsible for about 40 % of the deaths over the whole globe.
This will be discussed in more detail in section 6.3.1.



34Die Kiste, 63 Global Storm Surges (2001), 1-623

nnnﬂﬂ

JAN FEB. MAR. APR. MAY JUNE JULV AUG SEPT OCT NOV DEC

Fig. 1.27: Mean monthly frequency of tropical cyclones affecting the Philippines. (ARAKAWA, 1969)

Weather System of the CIS

Considered next is the weather system of the former USSR (now called CIS). LypoLPH
(1977) mentioned that during winter, the strong dominance of a high pressure cell over Eura-
sia causes the majority of fronts and cyclone tracks to be located along the edges of the land
mass. In winter, the polar front generally lies south of the former CIS. This front has two
branches: the western branch lies in the Mediterranean — Asia Minor — Middle East area, and
an eastern segment lies off the coast of China and across Japan, stretching into the Aleutians.
Many cyclones that affect the weather over the CIS develop on the western segment. The cy-
clones forming in the eastern Mediterranean usually move northeastward across the Black
Sea, the Caucasus, Ukraine, the lower Volga, and western Siberia. Cyclones developing in the
Middle East travel into Soviet Central Asia. Cyclones forming along the eastern branch of
the polar front in winter travel north of the CIS.

Thus, many of the cyclones affecting the CIS in winter either originate in the Icelandic
low area or in the Mediterranean Sea. The Barents Sea also acts as a region of cyclogenesis
and redevelopment. The Black Sea and the Caspian Sea also act as areas of cyclogenesis du-
ring winter. Other areas of cyclogenesis are western Siberia, the Baltic Sea, and southern Fin-
land. In the Far East, cyclogenesis occurs over the northern part of the Okhotsk Sea (sea le-
vel pressures as low as 970 mb occur). However, in the Far East, most of the cyclogenesis oc-
curs over Japan and the Sea of Japan. These cyclones affect southern portions of the
Kamchatka Peninsula, Sakhalin Island, and Kuril Islands.

In winter, one of the stormiest areas in the CIS is the Ob Estuary region where cyclones
travelling from the west along the Arctic coast meet those from the southwest travelling along
the Black and Caspian seas. During spring, the center of maximum cyclone frequency shifts
eastward from the Barents Sea to the Ob Gulf. In summer, the location of maximum cyclone
frequency shifts southeastward into central Siberia south of the Taymyr Peninsula. In sum-
mer, the frequency of cyclones over the Black and Caspian seas diminishes considerably. In
the Far East, the Aleutian low becomes weak, and the Amur Valley becomes a region of
strong cyclogenesis.

Generally speaking, cyclones are more evenly distributed across the CIS landmass in
summer. In winter, most of the cyclones affecting the former CIS originate outside the coun-
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try, whereas in summer, most of the cyclogenesis occurs in the CIS itself. Summer is the sea-
son when wedges of the Azores High can stretch over the centre of the European former
USSR and way across as far as Lake Baykal. In the north the Arctic High exerts its influence,
but the whole south, mostly Turestan, is covered by the Asian Low (MARTYN, 1992). Areas

of high cyclogenesis are the Amur Valley, the Urals, western Siberia, and northcentral Ka-
zakhstan.

60 100
N
LA I J
N Y g5 o p, g
5 &
. P o
R 1 e
L 2 7
A=l ) Nk
\ \ | » ]
v ! £ '
P \\ \(4-,: A
40 e 6 '
N\ — 4
P ; \3 \\ g
N i (] 0
1 5 \\ S44 -l & [
s ~ P et | 7 ‘w7
4 L s X2 [ T ( A4%0
> < e P ! 9
N ~J 5 714
N | \ \O (13, '__4
i o A it
e 122 ooty
( €| -
L Vi 1 /1
60 80 100 120

Fig. 1.28: Total number of cyclones during a 20-yr-period over the Soviet Union during the month of
January. The principal tracks of cyclones are also shown. (LypoLrH, 1977)
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Fig. 1.29: Total number of cyclones during a 20-yr-period over the Soviet Union during the month of
July. The principal tracks of cyclones are also shown. (LypoLPH, 1977)
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Generally, the movement of cyclones and fronts over the former CIS is slower than over
the eastern part of North America. Also, there is frequent stagnation for a day or more. On
the average, about 32 cyclones per year affect central Asia. The frequencies of cyclogenesis
and the main routes of cyclones in January and July are shown in Fig. 1.28 and 1.29, respec-
tively.

In winter, strong winds causing blizzards in the steppes and deserts of central Asia go
by the name of buran, and in the north are called purga. In the summer months the eastern
Ukraine and Caspian Lowland are visited by sukhovei winds (dust storms, black storms)
(MARTYN, 1992).

146 Weather System of Africa

The climate of Africa is influenced first by its position wholly within tropical and equa-
torial latitudes of both hemispheres from 37°N to 35°S, by the annual movement of the
ITCZ, whose northern and southern edges are influenced by subtropical circulation. Africa
is devoid of high mountain chains and large indentations to its coastline (MARTYN, 1992).
HAURWITZ and AUSTIN (1994) recognized the following mountain chains as having some in-
fluence on the weather patterns. In the northwestern part of the continent, the Atlas Moun-
tains and the Algerian Plateau separate the coast and the desert to the south. A few peaks in
Morocco extend over 10000 ft (3050 m) in height. The huge Sahara Desert varies in elevation
considerably, with a few peaks over 8000 ft (2440 m), such as the Ahaggar and Tibesti. The
main mountain ranges of this continent are somewhat irregularly situated between Zamibia
(formerly Northern Rhodesia) and the Red Sea. Near Lake Victoria, and in Ethiopia, some
peaks are over 12000 ft (3660 m). Smaller mountain ranges (Drakensberg Mountains) exist
in the southeast; the Auaz Mountains in the southwest, the Cameroon Mountains in Came-
roon, and the Ankaratra Mountains in Madagascar (Malagasy Republic) are other examples.

The only indentations along the coastline are the gulfs of Guinea, Gabes, Sidra, and
Aden. The only lakes of any significant size are Rudolf, Victoria, and Nyasa. Also it is influ-
enced by the topography. The surface cover is of tremendous importance in determining cli-
mate in Africa as 39 % of the Continent is desert, 10 % is semi-desert, 35 % is savanna and
only 10 % is equatorial rainforest (MARTYN, 1992).

Because of its situation in low latitudes, Africa is not significantly influenced by distur-
bances originating in the polar front. The cyclones originating in the main frontal zones
affect only a small portion of Africa. Those developing over the Atlantic Ocean frequently
move in a northeast direction and, after entering the Mediterranean Sea, move eastward. The
average track of the cyclones follows the Mediterranean coast. A few cyclones, however, tra-
verse southern Morocco and southern Algeria.

Only on rare occasions do tropical disturbances occur over the African coast. The re-
gion of intense tropical cyclonic activity in Africa is the region of Madagascar (Malagasy Re-
public) and the surrounding area in the southwest Indian Ocean. During January to April,
cyclogenesis is intense and occurs usually east of the Seychelles at about 10°S. Most of these
cyclones recurve about the latitude of Madagascar. The majority recurves to the east of this
island. During March and April, some of these tropical cyclones follow a southward path
along the east coast of Africa and become converted to extratropical lows. The monthly fre-
quency of these cyclones is listed in Table 1.7.

GRIFFITHS (1972) provides the following information about the weather systems of
Africa, with particular reference to those of Egypt. During winter, the Mediterranean Sea is
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a center of cyclogenesis. These Mediterranean depressions mainly affect northern parts of
Egypt. During spring (March to May), the tracks of the Mediterranean depressions shift
southward, and during this season, these are referred to as the ,desert” or ,Khamsin® depres-
sions. The frequency of these varies from two to six per month. Also, these depressions, in
spring, are smaller in size than the winter depressions.

During summer, the depressions do not traverse Egypt. In fall (October to November),
Khamsin-type depressions move across Egypt. Compared with the spring depressions, these
are weaker and move more slowly towards the east. The most frequent trajectories of the so-
called Sudan-Sahara disturbances are shown in Fig. 1.30.

Tablel.7: Monthly distribution (totals) of cyclones in the Mozambique Channel area during the period
1848-1966. (GRIFFITHS, 1972)

Month No.
January 28
February 30
March 18
April 6
May-November 3
December 15
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Figure 1.30: Most frequent trajectories of the Sudan-Sahara disturbances. (GRIEFITHS, 1972)

147 Weather Systems of Australia and New Zealand

The weather systems of this region will be discussed first generally (HAURWITZ and
AUSTIN, 1944), followed by a consideration of certain details of the Australian weather sy-
stems (GENTILLI, 1971).

There are no high mountain chains in the mainland of Australia, and the only significant
indentations to the coastline are the Great Australian Bight and the Gulf of Carpentaria.
However, Tasmania is mountainous. New Zealand is also relatively mountainous. The con-
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tinent is small and no other continents are in its vicinity. Therefore the two neighbouring oce-
ans, the Indian and the Pacific, have a very great influence. In January low pressure centre
forms over northern Australia. The ITCZ is lying at around 20° S, north of it there are north-
westerly winds, south are south-east trade winds. In July an anticyclonic centre comes into
existence over central Australia and joins up along an axis over 30°S with permanent tropi-
cal highs over the adjacent oceans.

The tracks of cyclones across Australia and New Zealand are shown in Fig. 1.31 Cyclo-
nes developing along the polar front off South Africa usually move south-eastward to the
south of New Zealand. Also, stationary cold fronts over Queensland lead to cyclones that
move in a general south-easterly direction, either to the north of New Zealand or across
North Island of New Zealand. Cyclones developing over New South Wales travel across
South Island of New Zealand. Sometimes, cyclones develop along the south coast of Aus-
tralia.
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Fig. 1.31: Cyclone tracks across Australia and New Zealand. ( HAURWITZ and AUSTIN, 1944)

GENTILLI (1971) stated that, because of its shape, Australia is the only continent that has
roughly the same frequency of tropical cyclones on both the east and west coasts. Data for
the period 1870-1955 show that, on the average, Northern Territories and Queensland to-
gether experience about 3.3 tropical cyclones per year, whereas the west coast average is 2.1.
As far as the monthly distribution is concerned, western Australia experiences the highest
frequency during December to April.

Generally, in the Australian region, tropical cyclones originate in the belt of 4-20° lati-
tude (north and south). One significant feature of tropical cyclones in the region of Austra-
lia are their relatively short tracks. Those originating in the Timor Sea travel in a southwest
direction with a speed ranging from 8 to 24 kms™".
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148 Weather Systems of the Oceanic Regions

Since tropical and extratropical cyclogenesis depends on the positions of the various
frontal zones, the positions of these will be briefly summarized. The intertropical front lies
in the low pressure belt between the large anticyclones of both hemispheres, whereas the po-
lar fronts are mainly located off the east coasts of the continents, and the Arctic and Antarc-
tic fronts lie in the troughs that extend from the high latitude deep cyclones (HAURWITZ and
AUSTIN, 1944).

The cyclones of the middle and high latitudes generally develop as wave disturbances on
the polar front. Since the position of the front varies considerably, the positions of cycloge-
nesis also vary with the season. In the Northern Hemisphere, most of these cyclones move
in a north-easterly direction towards the Aleutian and Icelandic lows, whereas in the South-
ern Hemisphere, they move southeastward toward the circumpolar low. The seasonal varia-
tion is more pronounced in the Northern Hemisphere. In summer, cyclogenesis usually
occurs farther north; the cyclones move slower and they are shallower than the winter cy-
clones.

Tropical cyclones develop in the intertropical front beyond 5° latitude in the summer
hemisphere. Tropical cyclones are a rare phenomenon in the South Atlantic and eastern part
of the South Pacific. Their frequency in the North Indian Ocean is quite different from else-
where. In the Arabian Sea and the Bay of Bengal, they occur mainly in the periods between
the southwest and the northeast monsoon seasons. Other water bodies where tropical cy-
clones occur are the waters surrounding the Philippines, the China Sea, the Solomon Islands,
New Hebrides and the Society Island, the areas off the west coasts of North America and
Central America, the Caribbean Sea, the waters surrounding the Malagasy Republic (Mada-
gascar, and the area off the northwest coast of Australia (HAURWITZ and AUSTIN, 1944). These
tropical cyclones move westward in low latitudes and then towards the northeast in the
Northern Hemisphere (and towards the southeast in the Southern Hemisphere), in the
higher latitudes. Rather irregular trajectories can occur in many areas, especially in the Ara-
bian Sea and the Bay of Bengal.
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2. Basic Storm Surge Equations and Standard Methods
of Solutions

2.1 Formulation of the Storm Surge Equations

In numerical models for storm surges, the equations most frequently used are linearized
versions of the Navier-Stokes equations in vertically integrated form. MURTY (1984) has
given the detailed derivation of these equations. He used a right-handed rectangular Carte-
sian coordinate system with the origin located at the undisturbed level of the free surface. The
coordinate system is such that the x-axis points towards east, the y-axis points towards north,
and the z-axis points upwards.

Linear Storm Surge Equations and Boundary Conditions

We will first consider the linear storm surge equation most commonly used, following
WELANDER (1961). Assume that the water is homogeneous and incompressible, and that fric-
tion due to vertical shear is much more important than horizontal friction. Then, the equati-
ons of motion in a right-handed Cartesian coordinate can be written as

du du du du 1 @P .1 Oty
—+u—+v—t+w——-f=-m— —+ ——= (2.1)
at aX aZ poax pO aZ

ot
é+u§l+vi+wa—v+fu=—L—aB Lt :. 2.2)
ot 0z Po 9y Py 0z
ow odw ow  ow 1 oP
—tu—+V—F+wW—=———=-¢g (2.3)
ot dy dz  pyoz
The continuity equation is
ox dy oz

where u, v, w are velocity fields in the x, y, and z directions, f is the Coriolis parameter, g is
gravity, p, is the uniform density of water, P is the pressure and 7, and 7, are the x and y com-
ponents of the frictional stress.

With reference to the origin of the coordinate system located at the undisturbed level of
the free surface (z = 0), the free surface can be denoted by z = h (x, y, t) and the bottom by
z=-D (x,y). Let 7, and 7, denote the tangential wind stress components and let P, be the
atmospheric pressure on the water surface. Then, the following boundary conditions must
be satisfied. At the free surface z = h:

pP=p (2.6)

a
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Since the free surface has to follow the fluid, we have an additional condition given by
3—‘:+ g:+ g: W at z=h (2.7)
At the bottom, all the velocity components have to vanish. Thus
u=v=w=0atz=- (2.8)

The traditional storm surge equations are derived by performing two operations of ver-
tical integration and linearization. To perform the vertical integration, we define the x and y
components of horizontal transport as follows:

h h
M= Judz and N= | vdz (29)
=—D z=-D

Integrating the horizontal equations of motion (2.1) and (2.2) and the continuity equa-
tion (2.4) with respect to z from z = -D to h and using the boundary conditions defined by
equations (2.5)—(2.8) gives

I 1 h op I
a_M+iu2 +iﬁ—ﬂ\1=—— ] a—dz+—(rS -Ts. ) (2.10)
o ox dy ppz=Dax p, X X
N 0~ 0 1 h op 1
—+—V +—W+M=—— | —dz+— (T -Tg ) (2.11)
* dy o Po2rRdy  py. Y- W
oh a_M a_N_o (2.12)
8t ox dy

where, 75, and 75, are the x and y components of the bottom stress 7. In equations (2.10) and
(2.11), the following notation was used:

0 ~ h
—uw? =— qudz
ox ox —-D
(2.13)
9 o h
— v =— [uvdz
ay dy -D

Next, the hydrostatic approximation will be made ignoring the nonlinear acceleration
terms. To justify this, two assumptions are made: (a) the amplitude of surge is small with the
water depth and (b) horizontal scale of the surge is large compared with the water depth. Fol-
lowing CHARNOCK and CREASE (1957), the following scale analysis can be performed to as-
certain the relative importance of the various terms. Let L and H represent the characteristic
horizontal scale and depth, respectively. The vertical velocity varies from zero at the bottom
to about Z/T at the surface, where Z is characteristic amplitude of the surge and T is a cha-
racteristic period. The horizontal velocity is of the order of L/H. Z/T.
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From equations (2.1) and (2.3), the pressure field is eliminated to obtain the following
equation:

2u 2 7 i > w2 a2 ¥, v
—+ u o+ uv+-—2uw—f—=—+—2uw+ VW + w
ddz  Ixoz dyoz oz dz dtdz  oAx axdy Ixdz
(2.14)
H Z H Z H Z H
1 = = = o= == 20 ==
H L H L H'L <k

In equation (2.14), the order of magnitude of each term relative to the first term is indi-
cated under the term. If (H/L)? is small, all the term on right hand side of equation (2.14) can
be neglected. This means that the amplitude of the surge is at most equal to water depth.
Ignoring these terms amounts to the hydrostatic approximation. If Z/H is small, one can
ignore the three nonlinear terms on the left side of equation (2.14).

The pressure terms can be evaluated follows:

op oh P,

o i T8 2.15
I gPg B¢ - (2.15)

On vertical integration

h ap oh oP.
| —dz~gpyD—+D— (2.16)
0" &

Note that, here, h relative to D is ignored, which is consistent with the above approxi-
mation. Under the above simplifications, equations (2.14) and (2.12) finally reduce to so cal-
led linear storm surge prediction equations:

oM oh D P I

= i s gl e B g e oy ) (2.17)
ot X py x py ¥ X

oN oh DoPy 1

—+M=—gD——-——+—(5,_ —Tp ) (2.18)
& & po & by Y

QE+—8M+E= (2.19)
o ox dy

For convenience, hereafter, the subscript on the density field will be omitted.

In this linear storm surge prediction equations, the dependent variables are the transport
components M and N and the water level h. The forcing functions are the atmospheric pres-
sure gradients given by P /ox and 9P /dy and the wind stress components 7,, and 7. The
retarding force is the bottom stress. At this stage, there are more unknowns than the avail-
able equations. To get a closed system of equations, the bottom stress must be expressed in
terms of the known parameters, such as the volume transports.
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Bottom Stress

Here, parameterization of bottom stress, based on SIMONs (1973), will be discussed.
Let Vg denote the velocity vector near the bottom. Then, the bottom stress 75 can be ex-
pressed as

where, k is a non dimensional coefficient referred to as skin friction; the value of k is about

2.6 X 107, If one assumes a uniform velocity distribution in the vertical and nothing that the
horizontal transport vector M is given by

h h
M=M,N)= | Vgdz = [(u,v)dz (2.21)
-D -D
one obtains
T kM
"B _BM where B= |—12 (2.22)
[ (D+h)

In most storm surge studies, either for obtaining analytical solutions or for economizing
on computer time in numerical models, the bottom stress relation (2.20) is linearized by as-
suming typical values either for the average velocities or the transport components. For a mo-
del of Lake Ontario, SIMONS (1973) assumed average velocities of the order of 10 cms™ in the
shallow waters and about 1 cms™ in the deep waters of the lake. Thus, B varies from 0.0025/D
to 0.025/D in C.G.S. units. RAO and MURTY (1970) used value of 0.01/D for B in their mo-
del for Lake Ontario.

Instead of the average velocity field, one can examine the mass transport, which varies
more smoothly, for Lake Ontario, SIMONS (1973) gave a value of 2 X 10* to 4 X 10* cm’s™
in the shallow as well as deep water, and this leads to B = 50/D? to 100/D? in C.G.S. units.
Another approach to prescribing the bottom stress is to specify the vertical turbulent diffu-
sion of momentum by a constant eddy viscosity v. PLATZMAN (1963) deduced bottom fric-
tion coefficients as a function of the Ekman number, DV/f/2 v, in such a way that B0 for
grate depth and gives B = 2.5 v/D? for shallow water. For lake Erie, PLATZMAN (1958a) took
v = 40 cm’s™!, which gives B = 100/D? in C.G.S. units.

Thus the alternative for the bottom friction can be summarized

linear form B = a/D, a ~ 0.01 cms™
quasilinear form B = b/D? b ~ 100 cm’s™ (2.23)
non linear form B = k|V|/D?, k ~ 0.0025

In most early storm surge studies the linear form has been used. FISCHER (1959) used the
quasi-linear form, where as HANSEN (1956), UENO (1964), and JOHNS et. al (1981) used the
nonlinear forms.
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Forcing Terms and Lateral Boundary Conditions

In eq. (2.17) and (2.18), the forcing terms are gradients of the atmospheric pressure,
8P,/8x and 8P /8y, and the components of the wind stress, 75, and 7g,. In chapter 5, the me-
teorological problems will be considered in detail; here the forcing term will be discussed
briefly. In principle, the atmospheric pressure gradients can be prescribed either from obser-
vations or from the prognosis of numerical weather prediction models. However, the wind
stress is not routinely measured and must be deduced from wind observations or predicted
winds. The wind stress is usually expressed as

g = Pak | Va | Vy (2.24)

where, p, is the density of air (1.2 X 10~ gm. cm™) and V, is the wind velocity at the anemo-
meter level. The parameter K is the drag coefficient (non dimensional) and is usually given a
value of about 3 X 107 (PLATZMAN, 1958a; UENO, 1964). However, SIMONS (1973) suggested
that for the Great Lakes, a more appropriate value for k is about 1.2 X 107,

Next follows a brief consideration of the lateral boundary conditions to be specified so
that the system of equations described by equation (2.17) and (2.19) is complete (details of
the lateral boundary conditions will be discussed later). The main lateral boundary condition
is that the transport normal to the coastline is zero, i.e.

M cosd + N sing =0 (2.25)

where, ¢ is the angle between the x-axis and the normal to the coastline. If it is assumed that
the depth of the water is zero at the shoreline, then the tangential component of the volume
transport vector must also be zero. The boundary condition in the open part of the water
body is more difficult to prescribe. Since the contribution to the storm surges comes mainly
from the shallow water region, a generally followed procedure is to locate the outer bound-
ary in the deep water and assume that the water level perturbation there is zero. However,
this may not be satisfactory in certain situations, as will be shown later.

22 Numerical Finite Difference Solutions

Beginning in the late 1940s, several finite-difference techniques were developed by
people working in the field of meteorology with the aim of predicting the weather through
numerical solutions of the governing partial differential equations.

MURTY (1984) has discussed in detail the numerical finite-difference solutions for two-
dimensional models for storm surges and tides. Finite differencing of the time derivative and
the computational stability of the finite difference schemes has also been described in detail
by MURTY (1984). Readers are advised to refer to the book of MURTY (1984) for detailed ma-
thematical description.

23 Staggered and Nonstaggered Grid Schemes

MURTY (1984) described in detail the numerical integration using conjugate Richardson
lattice. The Richardson lattice is a “staggered grid” because the variables are staggered in
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space on the grid. The leapfrog scheme for integration in time is also a staggered scheme (in
time). Nonstaggered grids and time integration were used in storm surge calculations until
the early 1960s.

Away from the boundaries, central differencing is the most convenient manner of space
discretization. However, near (and at) the boundaries, special attention is required; one can
place fictitious points outside the boundary or use one-sided difference schemes.

MURTY (1984) has discussed various kind of grid schemes used in discritization of storm
surge model equations. He has also described the advantages and the limitations of these
grids.

24 Treatment of Open Boundaries

At times, storm surge calculations might have to be performed in a limited region of a
large water body. This problem could be tackled in at least two different ways. In one ap-
proach, one can perform the calculations in the large water body of which the smaller water
body is a part and then use the results for the area of interest. However, this approach is not
economical and may not even be possible for certain water bodies. Also, there may be a pro-
blem with the resolution, since one has to model a larger water body. In the second approach,
artificial open boundaries can be introduced around the area of interest and the calculations
can be performed in the limited region of interest. However, along these artificial open
boundaries, certain conditions have to be introduced, and without proper considerations,
these conditions might make the results in the interior region inaccurate.

The commonly used practice of putting zero surface elevation at the sea boundary is not
at all satisfactory, because this amounts to perfect reflection at the sea boundary. A better
approximation (HEAPS, 1974; HENRY and HEAPS, 1976) is to assume that all outward travel-
ling waves are normal to the boundary and to calculate the volume transports M (or N) from
the water level h at the nearest interior grid point; i.e. M = [g (D + h)]h'"? . This is the so-
called radiation condition.

REID (1975) corrected a misconception commonly held (e.g. FORRISTALL, 1974) in app-
lying open boundary conditions. FORRISTALL (1974, p. 2722) stated at shallow water (lateral)
boundary points, derivative of velocity perpendicular to the boundary is set equal to zero so
that the transport across the boundary may be calculated from the adjacent flow. This con-
dition is designed to let long waves pass unimpeded through the artificial boundary.

Reid showed that, although such a condition will permit flow of fluid to or from the
system, it would produce total reflection of long waves and not zero reflection as FORRISTALL
stated.

HERPER and SOBEY (1983) considered the specification of realistic open-boundary con-
ditions for the numerical simulations of hurricane storm surge in the context of the very con-
siderable spatial extend of the meteorological forcing. They reviewed existing practice and
proposed an alternative approach, a Bathystrophic Storm tide approximation to open boun-
dary water level. This boundary condition is closely related to the Hydrodynamics, responds
realistically to storm forcing and also gives realistic water level contour and flow pattern close
to the open boundaries.

BODE and HARDY (1997) while giving a detailed review of open boundary conditions
conclude that in spite of the effort expanded on the development of artificial open boundary
conditions, model studies show that the ideal way to minimise the problem is to use as large
a domain as possible.
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25 Numerical Treatment of the Nonlinear
Advective Terms

The linearized versions of the storm surge equations have widely been used in storm
surge modelling. However, in shallow-water areas and in the computation of the horizontal
motion, at time the nonlinear advective terms might have to be included. CHARNOCK and
CREASE (1957) showed through dimensional analysis that the nonlinear advective terms be-
come important when the free surface height is of the same order of magnitude as the water
depth.

FLATHER and HEAPS (1975) developed a model for Morecambe Bay allowing for the
inclusion of the nonlinear advective terms.

The scheme for the nonlinear advective terms used by FLATHER and HEAPS (1975) is
based on the angled derivative approach suggested by ROBERTS and WEISs (1966).

FALCONER (1980) introduced a conditionally stable three time level implicit scheme in-
cluding the nonlinear advective terms. This scheme is especially suitable for narrow entrance
harbors and estuaries where the nonlinear instability problems associated with rapidly chan-
ging velocity fields might be very important.

JoHNSs et al. (1981) and DUBE et al. (1985a) used conditionally stable semi-explicit
finite difference scheme to model storm surge in the Bay of Bengal and Arabian Sea. Verti-
cally integrated predictive equations written in the flux form for their models are:

of oJu 9V
—_ o —_— _20 .
ST P (2.26)
CATRIE Sy [P RO 9 | Fs
TR R ol R R A
ot 2.27)
sl (u2+v2)l/2
(C+h)
g Tbanalisegunn 4l; & Bpves
—_—t — +— =fu=- +h)—= + = -
3y VG OD g g+ O

- (2.28)
CetY o5 212

+

—(§+h) (u”+v*)

where, @i = ({ + h)u and ¥ = ({ + h)v; and depth integrated currents are defined as

1
€ +h)

(F, G)) are the x and y components of wind stress and (¢ + h) represents the total water depth.
The grid scheme used by the authors is a staggered grid in which there are three distinct com-
putational points. The arrangement of grid points is indicated in Fig. 2.1.

¢
(u,v)= I(u, v) dz
-h
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Fig. 2.1: Grid point arrangement.

Any variable X, at a grid point (i, j) may be represented by
i (xi, yl’ tP) = Xijp
In order to describe the finite — difference equations, they defined difference operators by

A‘X = (Xiip+l - Xiip)/At

d.x = (XP,,;, - XP_y,))/(2Ax)

8,x = (X, ;P X;,-1P)/(24y)
Averaging operations are defined by

ang 1

B 2_(X1p+l,] le-l,j)

X7 - Loch e xl o
X_x y = X—x  f

and a shift operator is defined by

E X=X, " (2.30)
The continuity equation is discretized as

At (€) + 8x (T) + dy(¥) = 0 (2.31)

Equation (2.31) yields an updating procedure to compute the elevation at all the interior
{-points and is consistent with the mass conservation in the system.
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The discretization of (2.27) is based upon
At@)+8x @XTX) 8y (VFVY)-fVY
- 1
d Et[(cX +h) §x L1+ “ Et (F§) (2.32)

Gl +GY P2

Et (Ex +h)

Et (1)

A similar discretization of (2.28) is based upon
At W) +8x (@ FH8y (V) ¥y +ETETY)

T Et[(iy+h)8x C]+lEt(G§)
P (2.33)
G M@ @)

Et(€ +h)

The following general points are made about the discretizations. In equations (2.32) and
(2.33), the pressure gradient terms are evaluated at the advanced time-level. This is possible
explicitly using values of { previously updated by application of (2.31) and, following SiE-
LECKI (1968), ensures computational stability subject only to the time-step being limited by
the space increment and gravity wave speed. In (2.32), the Coriolis team is evaluated expli-
citly at the old time level whereas in (2.33) it is evaluated at the advanced time level using the
previously updated value of u. Finally in both (2.32) and (2.33), the friction term is evaluated
partly implicitly, the resulting difference equations being solved algebraically before their in-
corporation into the updating scheme. This ensures unconditional computational stability
with reference to the treatment of the dissipative terms.

Davis (1976) included nonlinear advective terms in the equations of motion and conti-
nuity written in the spherical polar coordinate system.

BOOK et al. (1975) developed “flux-correlated” transport schemes for the proper inclu-
sion of the nonlinear advective terms. In this scheme, any artificial diffusion added to the ad-
vection term in the first step is subtracted in the subsequent step. LAM (1977) compared va-
rious schemes of this type and showed that a central-difference scheme produces oscillations
of great amplitude, whereas a one-sided upstream-differencing scheme shows a large false
diffusion. However, the one-sided upstream-differencing scheme combined with a flux-cor-
rected transport scheme gave reliable results.

26 Moving Boundary Models and Inclusion of Tidal Flats

Moving boundary models have been developed to allow for the climbing of the surge on
the coastline as well as to include tidal flats, which become submerged during flood and dry
during ebb.

Omitting the non-linear advective and Coriolis terms, REID and BODINE (1968) devel-
oped a technique for the inclusion of tidal flats. The coastal boundary that follows the grid



Die Kiste, 63 Global Storm Surges (2001), 1-623
49

lines can advance or retreat in discrete steps as the water level rises or falls. To allow for flood-
ing of dry land and to simulate submerged barriers, empirical formulae based on the concept
of flow over weirs were used, and application was made to storm surges in Galveston Bay,
TX.

LEENDERTSE (1970) and LEENDERTSE and GRITTON (1971) developed an alternating
direction implicit technique of allowing for tidal flats, with application to Jamaica Bay, NY.
In this model also, the boundary moves along grid lines in discrete steps. However, the con-
dition for dry area is more stringent than a simple zero local water depth (the stringent con-
dition was used to suppress most of the computational noise due to the movements of the
boundary). The programming effort is quite cumbersome, especially due to the implicit
scheme used. Other investigations that dealt with this problem are those of RAMMING (1972),
ABBOTT et al. (1973), BACKHAUS (1976), RUNCHAL (1975) and WANSTRATH (1977a, 1977b).

The model of FLATHER and HEAPS (1975) has already been introduced in the section on
nonlinear terms. For the calculations in which tidal flats are to be included, they omitted the
advective terms and used a simple explicit scheme. The conditions they used depended on an
examination of the local water depth and the slope of the water level. Use of the condition
on the water level slope specially suppresses the unrealistic movements of the boundary. As
in the models of REID and BODINE (1968) and LEENDERTSE and GRITTON (1971), the water-
land boundary follows grid lines in discrete time steps.

Before the calculation of current # and v in the x and y directions at each time step, each
grid point was tested to see if it was wet (i.e. positive water depth) or dry (zero water depth).
If the point was dry, then the current was prescribed as zero. For wet points, u and v were
computed from the relevant equations.

YEH and YEH (1976) developed a moving boundary model; i.e. the boundary between
dry land and the water can move with time using an ADI technique. Since the technique was
found to be numerically inefficient, YEH and CHOU (1979) developed an explicit technique.
They showed that the moving boundary (MB) model gives storm surge amplitudes that could
be 30 % smaller than those given by a fixed boundary (FB) model, FB models that assume a
fixed vertical wall at the water-land boundary could overestimate the surge by about 30 %.
YEH and CHOU (1979) used a model to compute surges in the Gulf of Mexico.

TETRA TECH INC. (1978) developed coastal flooding storm surge models, which inclu-
ded the nonlinear advective terms. Coriolis terms, wind stress, atmospheric pressure gradi-
ents, and bottom stress. Here, discussion will be confined to the treatment of the land-water
boundary. Usually, the landslope onshore is much greater than the slope of the ocean floor.
In such situations, the coastal surge is assumed to propagate overland to its corresponding
contour level (when the distance to that contour line is much less than one grid interval).
However, there are certain regions, such as western Florida, where the onshore slope is very
small and the limiting contour interval may be several kilometers inland. For such cases, a
one-dimensional run up model is used at various traverses.

SIELECKI and WURTELE (1970) developed a moving boundary scheme in which the late-
ral boundary of the fluid is determined as a part of the solution. They tested the validity of
their scheme by comparing the results of some simple numerical experiments with the results
from analytical solutions. Actually, their scheme consists of three different methods: (a) Lax-
Wendroff scheme (LAX and WENDROFF, 1960) as modified by RICHTMEYER (1963); (b) using
the principle of energy conservation as formulated by ARAKAWA (1966); (c) using the quasi
implicit character of the difference equations.

REID and WHITAKER (1976) and REID et al. (1977b) allowed for vast stretches of vegeta-
tion and marsh grass (such as in Lake Okeechobee in Florida) in storm surge models. They
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showed that when the marsh grass extends above the water surface, a single canopy flow re-
gime results, whereas when the vegetation does not extend above the water surface, a two-
layer regime exists. Flooded marsh areas are treated as an ensemble of subgrid scale obstacles.

For submerged vegetation the model is similar to a two-layer system. The interfacial
stress is formulated in terms of a coupling coefficient and the flow differential. The friction
due to individual canopies is parameterized through a drag coefficient and the dimensions of
the elements. When the canopy elements are not submerged, a sheltering factor is introduced.

JoHNs et al. (1982) and subsequently DUBE et al. (1986a) describe a finite difference me-
thod, which models a continuously moving lateral boundary. JOHNS et al. (1982) applied it to
the numerical simulation of the surge generated by 1977 Andhra cyclone which struck the
east coast of India while DUBE et al. (1986) applied it to 1970 Bangladesh cyclone. In both the
studies author employ a curvelinear representation of the lateral boundaries, which allow the
continuous deforming of the coastline to be model in a fairly realistic way.

For the formulation of model they considered the coastal boundary as time variant
situated at x = b, (y, t) and an off shore open sea boundary situated at x = b, (y). They also
introduced a coordinate transformation to facilitate the numerical treatment of an irregular
boundary configuration. The transformation is of the type

- X— b] (y’ t)
b(y,t)
where, b, (y, t) = b, (v)-b, (y; t)

The equation of continuity and momentum are written in flux form with £, y, t as new
independent variables

g
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The changing position of the coastline is determined by the condition that the depth of
the water be zero at the coastline. This leads to

H = 0 at x=b, (y, 1) (2.38)
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or equivalently,
(=0, y0+h{x=b(51),y}=0 (2.39)
Depending on whether b, (y, t) 2 b, (y, 0) the authors either interpolate or use new

inland orographical data to fix the value of h [b, (y, t), y]. This is done by differentiating (2.39)
with respect to t. This leads to

abl
;(§=0,y,t)+75=0 (240)
where,
oh
S =15 Tx=b,(y.) T

If S is prescribed, (2.40) yields a prognostic equation for b,. The most simple case cor-
responds to constant value of s when (2.41) immediately integrates to

by (%, =b; (5.0) - <CE=0.%.1 (2.42)

Then if £ (€ =0, y, t) < 0 the sea surface at the shoreline depressed and the shoreline has
consequently recoded from its initial position. If { (§ = 0, y, t) > O, there is a positive surge;
the elevation at the shoreline is raised above its equilibrium level and there is a corresponding
inland penetration of water.

2.7 Nested Grids and Multiple Grids

In this section, the use of multiple grids, such as combinations of coarse and fine grids,
to model storm surges in a water body will be considered. The philosophy behind using mul-
tiple grids is to be able to reduce the total computational effort by placing a coarse grid in the
deep (and offshore) region and couple this with a finger grid in the shallow coastal area.

In connection with storm surge studies in the Beaufort Sea, HENRY (1975) and
HENRY and HEAPS (1976) used a combination of coarse and fine grids but the grids were not
coupled dynamically. Examples of studies in which the grids are dynamically coupled are
those of ABBOTT et al. (1973), RAMMING (1976), SIMONS (1978), and JOHNS and ALI (1980)
and JOHNS et al. (1983a).

GREENBERG (1975, 1976, 1977, 1979) used a combination of grids in his numerical mo-
del tides in the Bay of Fundy.
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3. Finite-Element Models
31 Introduction

This chapter will be concerned with the finite-element approach to storm surges and
tides. Compared with the finite-difference methods, the finite-element methods are more re-
cent (they began to appear in the literature in the middle 1960s) but they are better suited for
representing the topography realistically than are regular-grid finite-difference techniques.

Following WANG and CONNOR (1975a), the literature on finite-element methods will be
briefly reviewed. Unlike in the finite-difference method, in the finite element method the va-
riables satisfying the governing equations and boundary conditions are approximated be
piecewise polynomials. The main advantage of the finite-element method is the highly fle-
xible grid so that real water bodies can be modeled more realistically.

WANG and CONNOR (1975a) distinguished between the finite-element method and the
discrete-element method as follows. The discrete-element method makes use of both the
finite difference and finite-element methods. The discrete-element method, rather than using
differential equations for the infinitesimal element, one can perform all the balances on the
computational discrete element which can have an arbitrary shape. However, one generally
uses square, rectangular, or triangular elements. In an element the variation of any given pa-
rameter is represented by discrete nodal values. Usually, these nodes are located at the cen-
ter of the sides of the elements. To satisfy conservation, the discrete equation must approxi-
mate the differential equations as the control volume is reduced to zero. This may be diffi-
cult to prove for odd-shaped elements. SIMON-TOV (1974) and ERASLAN (1974) gave some
examples of the discrete-element method. WANG and CONNOR (1975a) pointed out that one
drawback of the discrete-element method is that if one wants to refine the grid at one point,
e.g. (Xo, ¥o)» then one must have the same value of Ax for all the elements along the line y = x,
and the same value of Ay for all elements along the line x = y,. However, this is not a serious
shortcoming, because either an interpolation technique or trapezoidally shaped elements can
be developed to get around this problem.

According to WANG and CONNOR (1975a) the finite-element method was first used in
1956 in aeronautics. Until the late 1960s its use was mainly confined to solid and structural
mechanics (ZIENKEWICZ, 1971). In the early stages the success of the finite-element method
dependent on the existence of a variational statement of the problem. However, FINLAYSON
and SCRIVEN (1965) showed that Galerkin’s method can be derived from the method of
weighted residuals and there is no need for a variational statement.

Consider the differential equation

Lu=f, (3.1)

where, L is a differential operator, u is an exact solution, and f; is the inhomogeneous term.
Define the residual R as

R=La-f, (3.2)

Application of a weighting function w to the residual and summation over the complete
domain () gives

WR= [Rwdo=[Ii—f )wdw
S o N (3.3)
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where, WR is the weighted residual. The finite-element solution is based on the condition
that the weighted residual should vanish.

For some application of the finite-element method to circulation in shallow water
bodies, see GALLAGHER and CHAN (1973), who calculated the steady wind driven circulation
in shallow lakes under the rigid lid approximation. TAYLOR and DAvis (1972) used a fourth-
order predictor-corrector method for the time integration. They compared the trapezoidal
rule and the finite elements in time. GROTKOP (1973) studied the same problem using linear
finite elements in time. According to WANG and CONNOR (1975a) this method is less accu-
rate than the trapezoidal rule. Consider the equation

Mx=F (34
where the tilde denotes a matrix quantity. Applying the linear finite elements in time to this
equation gives the following recurrence relation:

1 2
M =M +At | =F, +=F L
“n+1 *n [3 n- 3 n+l] (3.5)

On the other hand, the trapezoidal rule can be written as

At
M Xn+|_M Xn+?(Fn+Fn+l) (3.6)

Note that the trapezoidal form is centered around time n + '/, and is better than the
skewed form (eq. 3.5). TAYLOR and DAVIS (1972) made use of a cubic expansion in time
based on trial runs. It should be noted that the predictor-corrector method and the cubic
finite-element method give more accurate results than the trapezoidal rule; however, they re-
quire much more computational effort. Because of asymmetric matrices, even the trapezoi-
dal rule is not very efficient.

NORTEN et al. (1973) used the Newton-Ralphson method including the nonlinear terms.
WANG and CONNER (1975a, 1975b) gave some new concepts, which helped to solve trouble-
some details encountered in an earlier studies. The boundary condition of nonzero slip in the
tangential velocity field is conceptually difficult to apply when curved land boundaries are
approximated by triangular elements. At the break points of the model boundary, the non-
zero tangential velocity component gives rise to flow across the adjoining segments. Then, to
satisfy the continuity equation at the break points, one is forced to equate both velocity com-
ponents to zero. NORTON et al. (1973) suggested that one should keep as few break points as
possible and these points both the velocity component must be prescribed equal to zero.
Once one is forced to do this, the flexibility of the finite-element grid is sacrificed; also, near
the break points one must use a fine grid. This will necessitate the use of the long and narrow
triangles (distorted elements) WANG and CONNOR (1975a) resolved this problem by a pro-
per definition of a normal direction at the break points, and this permits a nonzero tangen-
tial component of the velocity without reducing the number of break points.

For a detailed derivation of the equations involved in the finite-element method see
WANG and CONNOR (1975a). They solved several simple problems to enable comparison
with analytical solutions. Finally, they applied the technique to a study of tides in the Mas-
sachusetts Bay. WANG and CONNOR (1975a) also formulated a two-layer model (for other
details see CONNOR and WANG [1973] and WANG and CONNOR [1975b]).
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WEARE (1976) compared the computational expenses for the shallow-water problems
using finite-difference and finite-element methods and concluded that, at present, finite-ele-
ment methods are less economical due to the use of band algorithms. However, the situation
is changing now. GRAY and PINDER (1976) made a comprehensive comparison of finite-dif-
ference and finite-element methods and showed that the finite-element representation of the
differential equations is essentially a spatial average of standard finite-difference equations
written for each mode of the grid.

KLEINSTREUER and HOLDEMAN (1980) developed an interactive triangular finite-ele-
ment mesh generator for water bodies of the arbitrary geometry. NIEMEYER (1979a) applied
a finite-element technique to study tidal flow in certain water bodies in Hawaii. ORLOB
(1972) used triangular grids for studying circulation in the San Francisco Bay area, but he
wrote the equation in finite-difference form. FIx (1975) used a finite-element model to study
the circulation in a limited area of the mid-ocean.

GROTKOP (1973) used a finite-element technique for studying waves in the North Sea.
CHENG (1972, 1974), CHENG et al. (1976), CHENG and TUNG (1970), GALLAGHER et al.
(1973), GALLAGHER and CHAN (1973) and HUEBNER (1974) applied finite-element tech-
niques to study wind-driven circulation in lakes. Other relevant works are those of CHENG
(1978), WALTERS and CHENG (1980a, 1980b), JAMART and WINTER (1979), MEI and CHEN
(1975), REICHARD and CELIKOL (1978), HAUGUEL (1978), LE PROVOST (1978), LEIMKUHLER
et al. (1975), and TAYLOR and HOOD (1973).

JAMART and WINTER (1978) used the finite-element approach to study tidal propagation.
One of their important assumptions is periodic motion. Because of this assumption, this mo-
del cannot be used to study storm surges (which are not periodic). KAWAHARA et al. (1977)
used a mixed approach of the finite element method and perturbation method, again with the
assumption of periodic motion. THACKER (1977) studied the normal modes in a circular
basin using an irregular-grid finite difference model (this will be considered in detail below).
WANG (1977) criticized Thacker’s work and pointed that Thacker’s model is unstable and in-
accurate.

MEI and CHEN (1975) introduced a hybrid-element method for water problems in in-
finite fluid domain. They introduced artificial boundaries and thus divided the fluid into a
finite-element region, in the neighborhood of infinity or of singular points. In the finite ele-
ment region polynomial interpolating functions are used to approximately represent the un-
known functions. In the super-element region, infinite series solutions are used. Numerical
computations involve only integrals in a finite domain and the inversion of a banded sym-
metric matrix. Examples of shallow-water waves in a harbor are included.

HOoUSTON (1978) used a finite-element numerical model to study the interaction of tsu-
namis with the Hawaiian Islands. This model solves the generalized Helmholtz equation:

2
VID(x, y)V¢(x,y>]+‘°?¢<x, ¥)=0

where, ¢(x, y) is the velocity potential, o is the angular frequency, and D (x, y) is the water
depth. This equation is not relevant for storm surge studies, at least in its present simple form.
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32 Finite-Element Models for Tides and Storm Surges

BREBBIA and PARTRIDGE (1976) studied the tides and storm surges in the North Sea using
two finite-element models. In both models they used six-noded triangular elements. One
model made use of an implicit integration scheme with curved sides, and the other utilized
an explicit integration scheme. The models are vertically integrated and include tides, wind
stress, atmosphere pressure gradients, bottom friction, Coriolis force, and advection terms.

Following BREBBIA and PARTRIDGE (1976), a Cartesian coordinate system, with the ori-
gin at the equilibrium water level and the z-axis pointing upwards, is used. Let D (x, y) be the
deviation of the free surface from its equilibrium position. The horizontal momentum equa-
tions can be written in the following form:

du Jdu ou
—+u v

+u—+v—=B
ot ox dy 3.7)
v av av
—4tu—+v—=
ot ox y
B, =fv- gt i(P—a l‘|: —l'l.'
¥ gax axk p p °x p By
(3.8)
oh 9 (P | 1
B,=fu-g—-—| % -—
4 dy ay[ p] PP By

where, u and v the x and y components of the velocity field averaged in the vertical direction.
The following expressions can be written for the surface stress, 7, and the bottom stress, 7.

= 2, 21/2 W
= Lk wdlZ e xory
i
(3.9)
Ve
__8 f /.2 21/2 il
tBl— 2PH (u®+v?) i=1,2

Ifi=1,V;=u;ifi=2,V;=v. Here, Cis a Chezy coefficient, W, and W, are the x and y com-
ponents of the wind, and v is a parameter related to the atmospherlc densxty, p, (y = p, con-
stant). Finally, H=D + h.

The vertically integrated from of the continuity equation is

H
%+—(Hu)+i<ﬂv) 0 (3.10)

At closed boundaries, the velocity component perpendicular to the boundary is set to
zero, while the tangential component is nonzero. At open boundaries, either the normal com-
ponent of the velocity or the water level is prescribed.

To develop the finite-element model, two momentum equations and the continuity
equation (3.10) together with the influx type boundary condition must be written in the fol-
lowing weighted residual manner:
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”(a_u ug—u—B JBudA =0

E)v av av

—_— — —-B dA =0 351
H(atmax”ay )Sv (3.11)

H[a—”—+—(n )+—(Hv)]5HdA J(HV, - HV,,)8HdS = [HV §HdS

Where n denotes the normal and V, denotes the component of the velocity. It will be
assumed that over an element, the same interpolation for the unknown u, v, and H. Thus

u=d¢u"
v=dv" (3.12)
H=¢H"

where, ¢ is the interpolation function and u®, v, and H" are the nodal of u, v, and H. A six~
nodal triangular finite-element grid was used. These elements were referred to as “isopara-
metric” by BREBBIA and PARTRIDGE (1976). The advantage of using curved elements is the
suppression of the spurious forces generated on the boundaries by straight-line segments joi-
ning at an angle (CONNOR and BREBBIA 1976).

From eq. (3.11) and (3.12)

ou" n n n
M o= +Ku - fMv" + G H" +Fy =0
noy
M +Kv" — fMu" + G H +Fy =0 (3.13)
n
R +Cyul -Cyy" +F =0

with the following definitions (superscript T denotes the transpose):

1/2
K=I:—x(¢T¢)udA+J @ o VA J—(LMA

Gy =) §(¢T¢)dA

Gy =g %(¢T¢)vdA

M=o odA
T 0 Pa T TR ue 1/2
=foT S (—2yda + X w2 dA
Fx = [07 5—(=2da + LjeT S w2)
W
Fy=j¢T—( )dA+Zj¢T—Hy(w,§+wy2)”2dA

cx =Ia—x(¢ )HO dA

g T
Gl [ H¢ dA
y J‘ay (¢ " )HO

Fyy = [HV, 0T )dA
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du"
Mo K -m a, J[«"] [rc] (o

n
‘); L+ K G, v L edF, t={0 (3.14)
t
Ml[oun| [-€x -cy of[u"]| |F 0

Jat

or in the abbreviated form

MQ +KQ=F (3.15)

Then, all such elements must be assembled and the boundary conditions applied. Two
different time integration procedures were used. The first one an implicit scheme involving
the tapezoidal rule. Assume

e At

Qr +Q,

Q= (3.16)

Then eq (3.15) becomes

2 2M
(EM +K)Q(=(F0+Fl)+[T—K]QO (3.17)

This can be written in the abbreviated form as

*

K'Q,=F (3.18)

Then, the recurrence relationship is given by
-1
Q =(K‘) P (3.19)

The K" matrix which must be inverted will generally be a large asymmetrical banded ma-
trix of size approximately three times the number of nodes by six times the element band
width (i.e. the maximum difference between element nodal point numbers plus one). The
explicit time integration used here follows the fourth-order Runge-Kutta method.

HAMBLIN (1976) and WILLIAMSON (1999) used finite-element techniques to study
seiches, circulation and storm surges in Lake Winnipeg. His paper will be considered in some
detail below. With reference to a Cartesian coordinate system (x, y) directed towards east
and north, respectively, for a homogeneous fluid, under the hydrostatic approximation,

with the neglect of the nonlinear terms and assuming a uniform value for the Coriolis para-
meter f:
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a—_fv+ a_h=

dat gax

ov oh

i P oy .8 3.20
=il u+gay (3.20)
dh d d

— 4 (D Z (Dv)=0

B g A g

where u and v are the vertically averaged horizontal velocity components in the x and y di-
rections, D (x, y) is the water depth, and h(x, y, t) is the deviation of the water level from its
equilibrium position.

Since we are concerned with periodic motion, the explicit time dependence can be eli-
minated by using an exponential time factor in the investigation of seiches. Then, the mo-
dified set of equations in (3.20) can be written using an elliptical operator (self-adjoint) for
all boundary conditions (except when energy radiates through the openings). A variational
formulation of the problem may be made and a numerical solution can be sought. For this,
multiply the first equation of (3.20) by u” (u” is the complex conjugate of u) and add this to
the product of the second equation (3.20) of with v'. Then, use the continuity equation, in-
tegrate over the volume of the lake, and use Green’s theorem to give the total kinetic and
potential energy in the lake:

| h[a_hﬁ_a_hﬁ'
io| dy dx o0x dy
[()=a J{hh"+—E0 " :
f7+0” | |ondh_ ohoh_
ox ox dy dy J

-

rdxdy (3.21)

Where i = /-1 and o is the frequency of oscillation (i.e. seiche).

In deriving this equation, it is assumed that any of the following three boundary condi-
tions can be used, noting that all of them permit zero energy flux across the boundaries: (a)
vanishing depth at the shore line and finite values of h and its gradients, (b) finite depth at
shoreline and zero velocity normal to the shoreline, and (c) finite depth and nonzero normal
current but zero value of h across the boundary. HAMBLIN (1976) took zero depth at the
coastline.

It can be shown that the function that minimizes eq. (3.21) will be the solution of eq.
(3.20). The parameters h and h” are expanded in a series of trial functions ¥, and weighting
coefficients q;:

' * 1%
hieZq ¥y and., b =g, W
i i
Substituting into eq. (3.21) gives

l(q'q’*) =q" 63 [Lla’+q" To Mg’ +q"" [N]g’ (3.22)

Here, [L], [M], and [N] are Hermitian matrices, q’ is the vector of unknown coefficients,

T

and q’*! is the transpose of q’*.
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59
To determine the minimum of the approximating function:
B_I'* =0
aq
which gives form eq. (3.22)
o3 [L]z+ 0o [M]z+[N]z=0 (3.23)

where, z is the vector of weights minimizing I. The calculation of the approximating func-
tion proceeds as follows.

Lake Winnipeg is subdivided into triangular elements (Fig. 3.1a) giving a total of 144 ele-
ments. In the interior, the sides of the elements are straight lines, whereas at the coast they
are curved. In locations where details are not important, a coarser grid has been used. The
trial function is chosen such that the weighting coefficients become the free surface displace-
ments, h, at the vertices and the three middle points (left side of Fig. 3.1b). Six points are
required to determine the six coefficients of the second order polynomial in x and y. The qua-
dratic surface determined in this manner is continuous across the edges between the triangles,
but the gradients may not be continuous.

xymn

Fig. 3.1: (a) Triangular finite-element grid for Lake Winnipeg (144 elements); (b) a typical triangular ele-
ment in the interior of the lake (the six nodes defining the element are numbered; (c) element adjacent
to a boundary. (HAMBLIN, 1976)
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Next, the depth D is expanded using an identical polynomial expression, in which the
weighting coefficients become the specified depths at the six nodes of the triangle. If one ex-
presses the Lagrangian interpolation functions in terms of the local triangular coordinates
(rather than the global x and y coordinates), all the integrations in eq. (3.21) can be performed
analytically for the interior elements. The matrices [L], [M], and [N] are formed by summing
the contributions from each element I. Owing to the symmetry of the variational formula-
tion, the computer storage requirements and the number of integrations required are halved.

In general, the side of a triangle along the coastline will not coincide with the boundary
(right side of Fig. 3.1b) and one must transform the curved shoreline into a straight line by
means of a coordinate transformation. Define a coordinate system such that

x=x(p, q)

y=y(p, q)

Then, a boundary integration of the form
JI Wi (%, y)¥; (x, y)hy dxdy

becomes
ITv; ["(P* a).y(p.a)v j] [x(p.a). y(p. @) I, 3(p.q)dpdq
where, ] is the Jacobian of the coordinate transformation:

For the boundary elements, numerical integration is necessary (unlike analytical inte-
gration for interior elements).

Next, HAMBLIN (1976) considered the problem of steady wind driven circulation and
setup in Lake Winnipeg, while retaining the vertical friction term. The relevant equations
are

h
—fv=-g| —
v=- g2 [a
fu=—g a—h +.V 32 (3.24)
dy 9z :
du dv oW
—+t —+ —=0
Jx  dy 0z

where, is the vertical eddy viscosity and w is the vertical component of the velocity (here, u
and v are not vertically averaged).
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The boundary conditions are the following:

du 33 [av ) Tsy
vl &% = and v[ <% = (3.25)
[az )Z=0 P 9z )z=0 P

where, 7, and Ty, are the wind stress components at the surface and
X

uf,_p=0andv§,__ ,=-D=0 (3.26)

In the vertically integrated form the continuity equation is

AP, AP (3.27)

ox dy

where
U.V)=1p @ v)dz

is the horizontal transport vector. At the lateral boundaries the normal transport is taken as
zero.

Making use of the Galerkin method, HAMBLIN (1976) developed a technique, which
enables one to determine the free surface and transport variables with a single solution of the
equations, which is applicable for multiple-connected regions. The variational formulation
used earlier is not applicable because the self-adjointness condition is not satisfied owing to
the presence of the surface wind stress terms. Hence, a somewhat weaker formulation,
namely the Galerkin method, is used. In this method, a stationary point (rather than a mini-
mum) of an expression related to the function will be determined.

Multiply eq. (3.27) by a weighting function W(x, t) and integrate over the area of the
whole lake to give

| W a_U+8_V dxdy =0 (3.28)
dx ay

Using Galerkin’s method, W must be chosen such that eq. (3.27) is satisfied at all the
nodes. As above, expand the variables U, V, and h in a series of trial functions i and the
weighting coefficient qi’:

h=2q'. 3
1 lwl

Partial integration of eq. (3.28) gives

$ w(Vdﬁ)— jj(u%’:’-Jr vaa—vyv]dxdy =0



¢ Pie Kuste, 63 Global Storm Surges (2001), 1-623

Note that the line integral is zero in the case where there is no river input or outflow.
Using eq. (3.26) one can eliminate U and V and write

oh oh oW oh odh oW
DIEZ_FZ |7% 4xd D|F—+EZ |28 4xd
Ile (Eax Fay]ax xdy + [[g [ ~h: ay]ay y
A\

oW (3.29)
=— HI:C‘ESX = DTSy :IPE dXdy = H[ATSX + CTsy ]p& dxdy

(For details on the parameters C, A, E and F, see WELANDER (1957). In this section, Welan-
der’s parameter D has been replaced by A.)

For evaluating eq. (3.29) the parameters D, C, A, E, E, % and 7, are expanded in a se-
ries of the same trial functions, i.e.: {

6

T, =T ;
S %Sxiwl

Then, eq. (3.29) gives a system of six equations for each element:

oy . V. ) v . V. \ov.
6 . |
J J i J J i
D| E -F dxd D| F E dxd
jé] e ox dy | dx xdy + [fe ox )¢ dy | dy i
ay.
=— H[CTSX 2 Arsy )pa—;dxdy S (3.30)

awi N
H(Atsx —Ctsy )EhjdXdy fori=1to 6

For the whole water body, the equations are obtained by successive integrations of each
element and by adding all these, which assumes continuity of h; at each node. The matrix

[M]h=B

is solved by Gaussian elimination.
Finally, HAMBLIN (1976) considered storm surges in Lake Winnipeg by beginning with
the following time-dependent equations:

T T
ot Jox Dp Dp

T T

S B
a_v_fu+g.a_h=_y+_y
ot dy Dp Dp
dh 0 0
—+—Du)+—(DOv)=0
5t 5 P 5, 00

(3.31)

where, 75 is the bottom stress.
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HAMBLIN used a semianalytic technique (spectral method) in which the time variable is
treated analytically and the space variables are treated numerically. Equations (3.31) can be
written as in the finite element method as

%:[M]Q + T(t) (3.32)

where, the vector Q consists of the individual components of the current and h, the vector T
consists of the wind stress components at each node, and the matrix [M] consists of coeffi-
cients which include f, g, D and the bottom friction.

For the initial condition, Q(0), the general solution of eq. (3.32) can be written as

Q)= X))+ j)[x (c - )T ()’ (3.3)

where,

Glt

x@l=[c]] - [c]™

Onpt
en

Here, o are the eigenvalues and [C] is the matrix of eigenvectors of
((M] - o[1]} (G} = 0

If the water body is initially at rest, Q(0) = 0 and a suddenly imposed wind stress can be
written as T(t) = K. Integrating of eq. (3.33) gives

o 3 o,t
| (el

o o

e)=-lk]] -  |]'k+[]| - ]k (3.34)

opt
| on

L LA On

L o

The first term in this equation can be shown to be [M]'K, which is the solution to the
steady-state problem

M]Q=K

The second term is a weighted sum of the free modes of oscillation of the discrete pro-
blem of order n:

?EWi{C. }eo-it
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The transient response of the lake interpreted in this manner shows the connection bet-
ween the general time-dependent problem and the steady-state seiche problems considered

earlier.
Let the vector of the free surface displacements be denoted by S and let the eigenvectors,

C, consist only of h; then, eq. (3.34) can be approximated:

h(t)~S+ "iz’wi{ci}e‘“

Where the limit n’ is a subset of the total n eigenvectors of [M]. Since the water body is
at rest initially, h(0) = 0. Then

[CIW =5

noting that the imaginary part of S is zero. Since initially, # and v are zero, then

2
%‘ =0 and a—zh =0
t=0 ot ft=0
Hence,

[Clo W =0and [C]o? W =0

From these equations the weighting coefficients may be determined by minimizing the
square of the free surface deviation, h, at each node in the water body.

After obtaining the step function response, h may be calculated for a general time hi-
story of wind forcing using the convolution integral. The unit impulse response can be ob-
tained by differentiation of the step function response. The free surface displacement, h, can
be calculated by convoluting the wind input, T(t), with h;,,

L
h(t)= (j)h B (t = t)T(t")dt
In the discrete form, this can be written as

diig
hy <AL i Ty

33 Development in the late 1970s and early 1980s

PLATZMAN (1979) paid particular attention to proper treatment of the multiconnected
regions in finite-element models and applied these concepts to a study of the normal modes
of the world ocean. PLATZMAN (1981) discussed the response characteristics of finite-element
tidal models.

LyNcH and GRAY (1980b) developed a variable size triangular-grid finite-element model
in which the boundary is permitted to deform. This technique is especially suitable for si-
mulating the penetration of storm surges over land. Certain details of their earlier works lea-
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ding to this model are contained in GRAY and LYNCH (1977, 1979), LyNcH (1980) and LYNCH
and GRAY (1978, 1979, 1980a). Here, mainly the moving boundary model will be considered.

LyNCH and GRAY (1980b) used the Galerkin finite-element approach (for fixed boun-
daries) with certain modifications to the moving boundary problem. First, consider the fixed
boundary problem. In their notation, the problem may be stated as

Lu=f (3.35)

where, L is a differential operator with derivatives in space and time, u(X, t) is the unknown
function, f(X, t) is the known forcing function, X is the set of independent space variables,
and t is time. One can use an approximate solution (x, t) as

u~ = § u. (0 .(X) (3.36)

where, ¢;(X) are known basic functions.
Substituting eq. (3.36) into eq. (3.35) produces a nonzero residual r(X, t):

L-—f=rX,1) (3.37)

The basic requirement in the Galerkin procedure is that the residual must be orthogo-
nal to each of the basis functions ¢, i.e.:

<r(x,t)¢i>=0 T T (3.38)

where, angle brackets denote the inner product. It can be seen that eq. (3.38) forms a set of
ordinary differential equations for the function uj(t).

For the moving boundary problem, the following modifications must be made to this
procedure. The basis function ¢; now becomes an implicit function of time because its value
at any point depends on the location of the nodes (of a grid which is deforming):

d; = 4[X, Xb(1)] = b,(X, 1 (3.39)

where, the node coordinates are denoted by X(t). In eq. 3.38, the integration domain of the
inner product changes in time. Thus, the equations becomes nonstationary and nonlinear, as
can be seen, for example, from the fact that the mass matrix, <d;, b;>, which multiples the
time derivative terms, duj/dt, changes with time.

Next, an additional relation must be added for the node motion:

d
d—tXb(t)= Vb(t) (3.40)

where, Vy is the velocity of node b. Generally, for the interior nodes V,, = 0 and for the
boundary nodes Vy = v, where V|, is the velocity of the node and v, is the fluid velocity at
node b. Finally, eq. (3.36) must be replaced with

60X, )= Eluj(t)Q)j(X,t) B.41)
J:

where, u;(t) is the value of - at node j (i.e. at the moving joint, X(t)).
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The time derivatives of (X, t) will have, as expected, additional terms (underlined) not
contained in a fixed boundary model:

5 du . do .
au N i} j
ot T 3.42
t =1 dt By1 Elul dt (3:42)
and
324 N dz“j N du; aq>j N a2 0,

= 0. +2 Y ——+ 343
e = L G RN = RS SIRE R = o T (3:43)

Since the spatial domain is changing with time, the terms dd;/dt and #,/3t> must be de-
fined throughout the domain. Since these terms depend exclusxvely on the node locations
X,(t) and their derivatives, in principle one can write expressions for dd;/at and 62¢,/8t )
However, since this is a tedious procedure, LyNCH and GRAY (1980b) developed an alternate
procedure, which is applicable to any isoparametric element. For any two-dimensional iso-
parametric element, let x and y represent the global coordinates and £ and m represent the lo-
cal coordinates. It is convenient to transform this element from the global domain (in which
it may have an irregular shape) to the local domain in which it will always have the shape of
a square (in the & m) domain the basis functions depend only on £ and v). Since the (§, )
space does not deform, a basis function (&, 1) at a location (&, 1) will not change with time.
The corresponding location to (&, m,) in the (x, y) domain, however, may change with time
and it depends on the isoparametric transformation:

X()= 2,99, €n)

From this at a given point (£, 1):

d&X M dX. M

-2 0,6n)= 3 V.0, En)=V" (3.44)
i=] dt 1 i=l ! 1

Where V¢ is the elemental velocity (i.e. the velocity with which the element is moving). In a

reference frame, which is moving with the elemental velocity, there is no change in ¢, and

one can write

d¢3¢

—L4+VeV
e o o, (3.45)
Similarly, one can write
2%.  [MdV.
a_zl = -[ ):l = —Ig. J vo. + 2v°(vve)v¢ + ve(VV¢) (3.46)
it 1=

LyNcH and GRAY (1979) showed that, for the shallow-water problem, rather than using
the continuity equation in its ordinary form, a computationally superior way is to use the fol-
lowing wave equation, which can be derived form the momentum and continuity equations:

2
a_;+ az: V(eHVE)+ HV(V1)+ V[V(HVV)+ fXHV - W] (3.47)
ot
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This has to be integrated in time together with the horizontal momentum equation

oV W
—==VVV —-fXV -gV{ -1V + — 3.48
" gVeg = (3.48)

where, H(X, t) is the total depth, X, t) is the free surface perturbation, h(X) is the equili-
brium water depth, V(X, t) is the horizontal velocity vector (vertically averaged), f is the Co-
riolis parameter, g is gravity, and W(X, t) is the wind stress. The bottom stress is written as

VIV
v(X,t)= % (3.49)
C“H
where, C(X, t) is the Chezy coefficient.
The boundary condition is
t
H=00nX=XO+Ith (3.50)
0

Where X(t) is the location of the boundary at time t, X is the initial time position of the boun-
dary, V is the velocity of the boundary, and v is the velocity of the fluid.
Solutions of eq. (3.47) and (3.48) can be written in the finite-element form as follows:

HX, 1)~ jg, H (00 (X.)

V(X,t)~ El vj(t)¢j(x, t) (3.51)
J___

(X, 1)~ jgl © 06 (.0

Substituting eq. (3.51) into eq. (3.47) and (3.48) and equating the weighted residuals to zero
gives the following set of ordinary differential equations:

2 2

d“H. dH . 9°0.
A __i/9 > j
jEI( dt2 <¢’¢i >+2 dt <at’ 2 i 32 9;

dH .
d ¢
J  c— —_—
B dt <T¢j’¢i>+Hj<n ot ’¢i>‘<RW’¢i> (3.52)

and

dv.
N1 90 y o+
JEI dt <¢J’¢] >+VJ<E’ 1> —<RM,¢I>’I_1’ ....... N (353)

Here R, ( X,t) and Ry(x,t) are the right sides of eq. (3.47) and (3.48), respectively.
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For the time derivative terms, a standard three-level finite-difference scheme has been

used. For a stationary grid and one-dimensional case the C-F-L stability criterion reduces to
: 1

o B8 (3.54

% (Ax ] 3 )

The boundary condition v = v (i. e. fluid velocity equals the velocity of boundary mo-
vement) may lead to significant shearing of the boundary elements. To avoid this, LYNCH and
GRAY (1980b) satisfied the mass conservation by requiring that

t
H=0 or X=X0+j'th (V=-v)n=0 (3.55)
0

Where n is a unit vector normal to the boundary. Rather than attempting to satisfy this rela-
tion at every boundary grid point, one can satisfy it in an average sense by requiring that

g(V —v)ndS =0 (3.56)
Using the finite-element solution forms for V and v:
VoIV

1 (3.57)
v~ Zl, viq>i
Substituting eq. 3.57 into 3.56 gives
% g(vi - vi)nq)idS =0 (3.58)
To obtain an expression for the local normal direction that each term of eq. (3.58) be zero,
1.€.2
(V; -, )gnq;ids =0 (3.59)

From this one can define the modal normal direction, n;, as follows:

[n¢.dS
n.=5 !

: |st n¢idS| (3.60)

where, node i represent the junction of two moving segments of the boundary. Using the di-
vergence theorem:

[n0,dS = [[o Vo,dA (3.61)

where, A is the total domain. The moving boundary condition becomes, finally,
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tl
Hi =0 on Xi = Xi,O + ({Vidt, (Vi —vi)ni =0 (3.62)
VoA, =0
i

where, i represent all moving boundary nodes. Here, is the tangential direction at node \;.

The second relation in eq. (3.62) is invoked to reduce element shearing.

A typical time step proceeds as follows.

1) Using eq. (3.60) and based on the existing grid, the nodal normal directions are determined.

2) The nodal velocities at the boundary are determined eq. (3.62). The locations of the nodes
are calculated from the following finite-difference from of the first relation in eq. (3.62).

X, erar = Xipoa H20V (3.63)

3) The term dVi/dt (which is required to evaluate &, / 3t is calculated from

2
dv. d“Xx. X. =2X: . Fleas
loe e I,t+At it 1L,t—At (3.64)

dt g2 (A2

4) From eq. (3.52) and (3.53) H; and V; are calculated at t + At. Then steps are repeated by
begining with the determination of the nodal normals.

34 The Corps of Engineers Models

In a series of reports and papers (BLAIN, 1997; CIALONE, 1991; LUETTICH et al., 1991,
1992; MARK and SCHEFFNER, 1993; SCHEFFNER et al., 1994; WESTERINK et al., 1992, 1993a,
1993b) the so-called “ADCIRC” model of the U.S. Army Corps of Engineers has been
described. The following material is based on (WESTERINK et al., 1993b). “ADCIRC” stands
for “An advanced three-dimensional circulation model for shelves, coasts and estuaries”. The
ADCIRC - 2DDI is a depth-integrated option of a system of two and three-dimensional
hydrodynamic codes of “ADCIRC”.

ADCIRC - 2DDI uses the depth-integrated equations of mass and momentum conser-
vation, subject to the incompressibility, Boussinesq, and hydrostatic pressure approximati-
ons. Using the standard quadratic parameterization for bottom stress and neglecting ba-
roclinic terms and lateral diffusion/dispersion effects leads to the following set of conserva-
tion statements in primitive non-conservative form expressed in a spherical coordinate
system (FLATHER, 1988; KOLAR et al., 1994):

£+ 1 8UH+3(VH cos ) -0 (3.65)
dt Rcos@| oA 0P
ou I oU 1 _dU (tang
EE U—+—V——-—LU+f|V=
at+Rc05(p ak+R o [0) ( U+]
(3.66)

| 9 |Ps Tsu
g e B T T, U
Rcosq)al{po eC 1ﬂi)}-pOH+ =
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v
ot

19

R d¢

where

2
Rcosp OAL R 09

: U§X+LVQ!+F2¢U+QU—

g (3.67)
S +g(- n)+—+ -tV
? Py PoH
t = time

\,¢ = degrees longitude (east of Greenwich positive) and degrees latitude (north of
the equator positive)

{ = free surface elevation relative to the geoid

U, V = depth-averaged horizontal velocities

R = radius of the earth

H = { + h = total water column

h = bathymetric depth relative to the geoid

f =2 Q sin ¢ = Coriolis parameter

Q) = angular speed of the earth

p, = atmospheric pressure at the free surface

g = acceleration due to gravity

m = effective Newtonian equilibrium tide potential
po = reference density of water

Too Teo = applied free surface stress
2 2 l2
1, =Cf !U +V t
H

C; = bottom friction coefficient

A practical expression for the effective Newtonian equilibrium tide potential as given by
REID (1990) is:

k9.0= S0, C fjn ol (@)cos

where

2n(t _[0) Fodar’ (3.68)
'ﬂn+jk+vmbo)

C;, = constant characterizing the amplitude of tidal constituent n of spec1es j
a, = effective earth elasticity factor for tidal constituent n of species j

f,, = time-dependent nodal factor

V = time- dependent astronomical argument

j = 0,1,2 = tidal species (j = 0, declinational; j =1, diurnal; j = 2, semidiurnal)

Ly=3sin¢-1
L,=sin (2¢)
L, = cos’ (¢)

\, @ = degrees longitude and latitude, respectively
t, = reference time
T;, = period of constituent n of species j
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Values for C;, are presented by REID (1990). The value for the effective earth elasticity
factor is typically taken as 0.69 for all tidal constituents (SCHWIDERSKI, 1980; HENDERSHOTT,
1981) although its value has been shown to be slightly constituent dependent.

To facilitate an FE solution to equations (3.65)—(3.67), these equations are mapped from
spherical form into a rectilinear coordinate system using a Carte Parallelogrammitque (CP)
projection (PEARSON, 1990):

x" =R (A-)\y) cos ¢, (3.69)
y =Re (3.70)
where, N, ¢, = center point of the projection. Applying the CP projection to equations

(3.65)~(3.67) gives the shallow-water equations in primitive non-conservative form expres-
sed in the CP coordinate system:

oL cos®g a(UH)+ I 9(VHcoso) _ .

3.71
ot  cos¢g ox’ cosQ ay’ ik
cos
U 29 ;U QU _(tane, o)y
ot  cos@  0x ady R
cos @ 5
~—0 2B g gm)|+ g, 672
cos@ Jx Po pOH
cos
B b e
ot cos@  Ox dy R
0 Pg TS(P
2 1P )|+ o7
| p 4

0 0

Utilizing the FE method to resolve the spatial dependence in the shallow-water equati-
ons in their primitive form gives inaccurate solutions with severe artificial near 2. A How-
ever, reformulating the primitive equations into a GWCE (Generalized Wave Continuity
Equation) form gives highly accurate, noise free, FE-based solutions to the shallow-water
equations (LYNCH AND GRAY, 1979; KINNMARK, 1984). The GWCE is derived by combining
a time-differentiated form of the primitive continuity equation and a spatially differentiated
form of the primitive momentum equations recast into conservative form, reformulating the
convective terms into non-conservative form and adding the primitive form of the continuity
equation multiplied by a constant in time and space, 7, (LYNCH and GRAY, 1979; LUETTICH
et al., 1992). The GWCE in the CP coordinate system is:
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T g . St Y
9t2 o Bt cos@ Jx’ dt
COoS
oG R O g Bl gy S (2809, ply o
cos @ ax’ dy’
cos Q@ 9 p T
H— 02 { 225 50C - n)} (. - JUH + A
cos@ Ix Po Po
CcOoSs
at; PSS RIS AETRTS A A
cosQ ax’ ay’
+aiy, [tan¢U+f]UH— [ (3.74)
T
Ha—p5+g(c n)|- (—t)VH+—S(P—
Y| P 4 Po
_ e et e PO
ot R 0l R

The GWCE (equation 3.74) is solved in conjunction with the primitive momentum
equations in non-conservative form (equations 3.72 and 3.73).

The high accuracy of GWCE-based FE solutions is a result of their excellent numerica]
amplitude and phase propagation characteristics. In fact, Fourier analysis indicates that in
constant depth water and using linear interpolation, a linear tidal wave resolved with 25 nodes
per wavelength is more than adequately resolved over the range of Courant numbers (C =
\V/ghAt/Ax < 1.0 (LUETTICH et al., 1992)). Furthermore, the monotonic dispersion behavior
of GWCE-based FE solutions avoids generating artificial near 2. Ax modes, which plague
primitive-based FE solutions (PLATZMAN, 1981; FOREMAN, 1983). The monotonic dispersion
behavior of GWCE-based FE solutions are very similar to that associated with staggered
finite difference solutions to the primitive shallow-water equations (WESTERINK and GRAY,
1991). GWCE-based FE solutions to the shallow-water equations allow for extremely
flexible spatial discretizations, which result in a highly effective minimization of the discrete
size of any problem, (FOREMAN, 1988).

The details of ADCIRC, the implementation of the GWCE-based solution to the shal-
low-water equations, are described by LUETTICH et al. (1992). As most GWCE-based FE
codes, ADCIRC applies three-noded linear triangles for surface elevation, velocity and
depth. Furthermore, the decoupling of the time and space discrete form of the GWCE and
momentum equations, time-independent and/or tri-diagonal system matrices, elimination of
spatial integration procedures during time-stepping, and full vectorization of all major loops
results in a highly efficient code.

SCHEFENER et al. (1994) used ADCIRC to simulate storm surges from hurricanes on the
Gulf of Mexico and east coasts of U. S. A. Fig. 3.2 shows the finite element grid used in these

simulations.
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Fig. 3.2: The east coast, Gulf of Mexico, and Caribbean Sea computational domain.

(SCHEFFNET et al., 1994).

BLAIN (1997) simulated hurricane generated storm surges on the coast of Florida and
also for the coast of Northeast Asia. These model domains are respectively shown in Fig. 3.3

and 3.4.

North Atlantic

;

Domain

Weste

Florida Coast Domain

i

Gulf of Mexico
Domain

Fig. 3.3: Three domain sizes evaluated in the prediction of storm surge on the US Florida coast

from hurricane Kate, 1985. (BLAIN, 1997).



7Bie Kuste, 63 Global Storm Surges (2001), 1-623

Yellow and East China Seas
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INCHON Yellow and East China Seas.
Sea of Japan
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TAMANOURA
SEIKIHO
hoon
T}'{ym Tropical Storm

Fig. 3.4: Two domain sizes for the Yellow and East China Seas region, together with the paths of tropi-
cal storm Janis (August, 1995) and typhoon Ryan (September, 1995) and four hydrograph station loca-
tions. (BLAIN, 1997)

35 Other f-e Models

LUICK et al. (1997) studied storm surges in the Pacific forum region. The South Pacific
region consists of the following island nations: Cook Islands, Federated States of Microne-
sia, Fiji, Kingdom of Tonga, Marshall Islands, Nine, Papua New Guinea, Republic of Kiri-
bati, Republic of Nauru, Solomon Islands, Tuvalu, Vanuatu, Western Samoa.

The nations mainly in the western part e.g. Federated States of Micronesia (FSM) and
Fiji, are subject at periodic intervals to tropical cyclones and the storm surges that are pro-
duced by them (Fig. 3.5-3.6). Even though the lack of extensive continental shelves preclu-
des the development of large amplitude surges such as those that occur in the Bay of Bengal
and the Gulf of Mexico, nevertheless, moderate surges are generated. The inundation from
such surges could cause problems in small islands with increased coastal erosion and salt-wa-
ter intrusion into coastal aquifers.

Because of the complex topography (several small islands interspersed over a large area),
traditional finite-difference models are not very applicable. Fig. 3.7 shows the irregular tri-
angular Forum Area Region model grid, while fig. 3.8 gives a close up view of irregular tri-
angular grid for the Fiji area.

HENRY et al. (1997) used an f-e model to study the storm surges in Bangladesh. Fig. 3.9
shows the irregular triangular grid used in their model. Fig. 3.10 shows a zoom-in-view for
the Meghna Estuary region. Fig. 3.11 and 3.12 respectively compare the computed and ob-
served surges at Cox’s Bazaar, Khepupara (April 1991 event). The discrepancies between the
observed and computed surges could be mostly attributed to deficiencies in the prescribed

meteorological input data.



Die Kiste, 63 Global Storm Surges (2001), 1-623

20 19 Oct 1972

21./—on
Fuﬂifu}{
22
o/ ® Position at local noon
(ie. 0000 GMT)
ESh o Position at 1200 GMT
23e —— Hurncane Centre
o

Vanua
Levu
Yasawa '/o

-9
Group , @24 \/J%
.

Nandi )
o !
Viti ¢ 0 Suva . 'L;u
Llevu e - Groue.‘
Kadavu

25 '\ -

0_ * Ono-i-lau

Fig. 3.5: Track of Hurricane Bebe October 1972 (from New Zealand Meteorological Service)
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Fig. 3.6: Tracks of severe Hurricanes in Fiji area between 1940 and 1979 (from Fiji Meteorological
Service)
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Fig. 3.7: Irregular triangular Forum Area Region model grid. (LUICK et al., 1997)

Fig. 3.8: Close up view of irregular triangular grid for the Fiji area. (LUICK et al., 1997)
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Fig. 3.9: Irregular triangular grid used for Head Bay of Bengal. (HENRY et al., 1997)

Fig. 3.10: Close up of part of grid covering Meghna Estuary. (HENRY et al., 1997)
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April 1991 Surge at Cox’s Bazar
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Fig. 3.11: Modelled and observed elevation at Cox’s Bazaar during April 1991 surge.
(HENRY et al., 1997)

April 1991 Surge at Khepupara
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Fig. 3.12: Modelled and observed elevation at Khepupara during April 1991 surge. (HENRY et al., 1997)
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36 A Robust f-e Model

WALTERS and CASULLI (1998) developed a robust f-e model using a somewhat different
approach according to them; a considerable amount of research has focused on the wave
equation approach to solving the shallow water equations. To derive these equations, the con-
tinuity equation is differentiated with respect to time, and the divergence term replaced with
the momentum equation. The resultant equations are generalized wave equation in time
space or a Helmholtz equation in frequency space. This form of equations has been used ex-
tensively and successfully to solve a variety of problems in estuarine, coastal and oceanic
flows.

However, recent work in simulating the effects of tropical cyclones and examining river
hydraulics has led to computational problems with the wave equation formulation when the
advective terms in the momentum equation are moderately important (about 1 to 5 per cent
of the force balance). Attempts to stabilize the equations through a variety of methods have
not been successful.

As a result, they have embarked on a different course to develop a robust and computa-
tionally efficient model that can deal with extreme hydraulic events with extensive flooding
and drying. Their goal is to be able to simulate large flood events over floodplains of varia-
ble extent.

The method adopted here is to use the primitive shallow water equations and form a
wave equation at the discrete level. This procedure carries through the properties of the ori-
ginal discretized equations so that the use of elements without computational modes is es-
sential. To that end, low-order elements without modes are used such that continuity is sa-
tisfied both globally and locally, and wetting and drying are greatly simplified.

The basic equations are the 2-dimensional shallow water equations. Using both the hy-
drostatic assumption and the Boussinesq approximation, these equations are derived by a
vertical integration of the Reynolds equations. The continuity equation becomes

M. .y. (Hu)=0 (3.75)
ot

and the momentum equation becomes

du | b Oy
—-—V-HA,Vu)+gVn-—=4+-2=90 3.76

where, the co-ordinate directions (x, y, z) are aligned in the east, north and vertical directions;
u(x, y, t) is the depth-averaged horizontal velocity; h(x, y) is the water depth measured from
a reference elevation; m(x, y, t) is the distance from the reference elevation to the free surface;
H(x, y, t) is the total water depth, H = - h; g is the gravitational acceleration; p is a reference
density; V is the horizontal gradient operator (3/dx, d/dy); and Ah(x, y, t) is the coefficient for
the horizontal component of viscous stresses. The surface and bottom stress conditions are
given by

=ypHl,-u) (@=n) (3.77)

=Cplufu=ygHu (z=h) (3.78)

_olc_) .°|w>
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where, the surface and bottom stress are denoted as 7, and 7, respectively, u, is the wind velo-
city, and Cp, is a bottom drag coefficient. Essential boundary conditions on m or volumetric
flux are set at open boundaries, and (u .'n) = 0 (no normal flow, where "n is the unit normal)
is set on land boundaries.

This study focuses on the solution for surface elevation in the two-dimensional, discrete
wave equation form of the continuity equation and the solution for the horizontal velocity
components in the momentum equation. The governing equations are approximated using
standard Galerkin techniques. The equations are discretized after defining a set of 2-dimen-
sional triangular elements in the horizontal plane. Mixed methods are used in such a way that
the elements use a piecewise constant basis for ) and a constant normal velocity on each edge.

The continuity equation (3.75) can be expressed in weighted residual form as: find n e §
such that

lof %—tdQ +jofV-(HudQ=0, VAeS (3.79)

Here S is the space of square integrable functions and () is the flow domain. Expanding m, "
in terms of the finite basis ¢ and numerically integrating produces an algebraic problem for
the nodal unknowns.

The weak form of momentum equation can be given as: find u € U such that

J'ﬁ[%ti+ Y,u-v,@@,-u)-V-(A,V u)]dg =—J'ﬁgvnd9, Vie U (3.80)
Q Q

where, the equation is interpreted component-wise and U is the space of vector functions that
have a divergence. Note that the term (VH/H)(A,Vu) arising from the expansion of the ho-
rizontal viscous stress term has been neglected. Expanding u, i in terms of the finite element
basis ¢ again produces an algebraic problem for the nodal unknowns. The surface pressure
gradient term and the horizontal stress term are integrated by parts to give

LO[(;—:'+ Yy u- vT(ua—u)] @+ [ Vo (a,Vu)ao
» LgV(") ndQ - ﬁ[g((") m -0 A, Vunldl (3.81)

where, I is the boundary of the flow domain €. The line integral in this equation provides a
convenient means to specify the boundary conditions on m and horizontal stress.

These equations are discretized in time using a semi-implicit method such that the equa-
tions are evaluated in the time interval (t™, t™*'), where the superscript denotes the time le-
vel. The distance through the interval is given by the weight 8. The semi-implicit approach is
given as

m+l m
%+V-[Hm(9um+l+(l—6)um)]:() (3.82)
i

m+l
u At—ll +GGm+1+(1—9)G*=F* (3.83)
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G=1p u—yT(ua—u)+gVn (3.84)
F* =V-(AhVuT (3.85)

Semi-Lagrangian methods are used in order to take advantage of the simplicity of Eule-
rian methods and the enhanced stability and accuracy of Lagrangian methods. Here the su-
perscripts m and m+1 denote variables evaluated at the fixed nodes in the Eulerian grid at
times time t ™ and t ™!, The subscript * denotes a variable evaluated at time t ™ at the end of
the Lagrangian trajectory form a computational node (see Fig. 3.13). At each time step, the
velocity is integrated backwards with respect to time to determine where a particle would be
at time t™ to arrive at a grid node at time t™*'. The material derivative in equation (3.83), the
first term, thus has a very simple form.

Fig. 3.13: Definition of the elements used and the Lagrangian trajectories. At time t", a particle starts at
the location where velocity is u*, and arrives at a node in the grid at time t™*'. (WALTERS AND CASULLI,
1998)

There are three test problems studied (i) a simulation of tides in a polar quadrant region
that indicates that there are no computational nodes; (ii) a simulation of tides in a regular
channel with sloping bottom that provides an assessment of accuracy and convergence rate;
and (iii) a simulation of a flood on the Big Lost River, Idaho, that assesses performance in a
highly irregular but realistic geometry. The results look quite satisfactory.

KAWAHARA et al. (1982, 1983) used multi-level f-e models including stratification. Such
models will be useful for the computation of currents associated with storm surges.
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4. Special Hydrodynamic Problems
41 Tides

Tide is the rise and fall of the sea surface due to gravitational forces. To following mate-
rial based on LEBLOND and MysAK (1978) and GODIN (1972, 1980a, 1980b, 1988, 1991, 1996),
IHP-OHP (1987, 1991), DEAN (1966), DIETRICH et al. (1975), DEFANT (1961).

An extremely useful qualitative description of some tidal phenomena is obtained by
considering the equilibrium shape that a layer of water on a spherical earth would assume
under the action of a tide-producing body. This is the “Equilibrium Theory of Tides”, pre-
sented by Darwin in 1898 and describing the tides as those water fluctuations apparent to
an observer traversing along a constant latitude line through the stationary and deformed
water layer.

To describe the tides in a more realistic manner, dynamic aspects of the tidal waves in the
oceanic basins and on a rotating earth must be considered. It is well known that the oceanic
tides arise mainly from the attractions of the moon and sun. Although the moon is a much
smaller body than the sun, it exerts a stronger influence in generating oceanic tides because
of its proximity to the earth. The effects of submarine and coastal topography in altering the
tidal features, resonance in bays and estuaries, and forces due to the rotating earth all contri-
bute to tidal features, which define the complete mathematical “cause and effect” description.
Therefore an extensive discussion of the theory of tides exists.

Table 4.1: Tidal constituents usually required for determining the tide at a given location. Note that this
is only a small part of a rather lengthy list, most of which is generally irrelevant for storm surge-tide
interaction purposes

Nature of Symbol for Frequency Period

constituent constituent (degrees.h™) (h)

Semidiurnal M, 28.98 12.42
Semidiurnal N, 28.44 12.66
Semidiurnal S, 30.00 12.00
Semidiurnal K, 30.08 11.97
Diurnal O, 13.94 25.82
Diurnal K, 15.04 23.94
Diurnal P 14.96 24.06

Following GODIN (1980a, 1980b), the vertical component z (t) of the tide is defined as
follows:

z(t)=zo+_§:1 4'\i cos(()'it-ai) (4.1)
]:

where, z, is a constant that denotes the reference level, which is chosen such that the observed
water level rarely, if ever, falls below z,, and the other term on the right is a summation of
n constituents of amplitude Aj, frequency 0, and phase a; where j varies from 1 to 7 Note
that the frequencies yj of the constituents are the same for any tidal record (for the same con-
stituent); however, the amplitude and phase of the constituent might vary from one tidal sta-
tion to another. Through a harmonic analysis of the observed tidal record, one can determine
the amplitudes and phases of the various tidal constituents. In principle, the total number of
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Fig. 4.1: Schematic representation of a 1-mo-long tidal record. (a) Semidiurnal; (b) mixed, mainly semi-
diurnal; (¢) mixed, mainly diurnal; (d) diurnal

constituents could be as high as 500, but rarely must one use more than a dozen or so of the
important constituents in representing a tidal record.

As described above, the tide is the rise and fall of the sea’s surface. The flowing to and
fro is called tidal current. The tide is a wave period of about 12.4 hours, the semi-diurnal tide,
or of about 24.8 hours (diurnal tide) or of varying periods (mixed tides). The most important
of the semidiurnal and diurnal tidal constituents that are needed in representing an observed
tidal record are listed in Table 4.1.

In practical tidal studies, it